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INTRODUCTION

We present in this paper the results contained in the article “Optimiza-
tion problems for one-impulsive models from population dynamics” (see
[1]) studied in the end of our project.

“Impulsive differential equations (IDE) are suitable mathematical mo-
dels for a large class of real processes. These processes are submitted
to short temporary perturbations, that are negligible compared to the pro-
cess duration. Thus the perturbations occur immediately as impulses”.

Most models from population dynamics are represented by the ODE

dN(t)

dt
= f (t, N), (1)

where N = N(t) > 0 is the population biomass (size) in time t ≥ 0 and
f (t, N) is the total growth rate of population biomass. Besides that, in
many cases we have f (t, N) = f (N), then we say that there is a temporal
constancy of the environment and the ODE (1) is said to be autonomous.

Depending on the choice of f and the characteristics of the environ-
ment and of the studied population, we obtain different models. Then, the
Logistic and Gompertz equations are considered and they are represen-
ted, respectively, by the equations

dN

dt
=
r

K
N(K −N) e

dN

dt
= N(r − γ lnN) .

Definition. Given a continuous application f : R+×Ω→ Rn, with Ω ⊆ Rn

open, an application Ik : Ω → Ω, k ∈ N, and a sequence of instants
(tk)k∈N with lim

k→∞
tk = +∞. An INITIAL VALUE IMPULSIVE PROBLEM with

pre-fixed impulse instants is given by
dη(t)

dt
= f (t, η(t)), t 6= tk, k ∈ N,

∆η(t) = Ik(η(t)), t = tk,

η(t0) = η0,

(2)

where ∆η(tk) = η(t+k ) − η(t−k ) = Ik(φ(tk)) is the impulse condition, with
η(t−k ) = η(tk) and η(t+k ) = η(tk) + Ik(tk).

Definition (Solution). A function φ : [t0, t0 + α) → Rn, with t0 ≥ 0, is a
solution of (2) if

i) φ(t0) = η0;

ii)
dφ(t)

dt
= f (t, φ(t)) for all t ∈ (tk, tk+1], for each k ∈ N;

iii) ∆φ(tk) = Ik(φ(tk)), for all k ∈ N.

OBJECTIVES

We intend to construct an impulsive problem as follows
η′(t) = f (t, η), t 6= τ, t ∈ [0, T ] ,

∆η(τ ) = η(τ+)− η(τ−) = −I ,
η(0) = x0 ,

(3)

with I > 0 and unique moment of impulse 0 < τ ≤ T , and study the op-
timization problems. This construction is done with the auxiliary results,
which ones are important to the main results.

HYPOTHESES

We introduce the following hypotheses (H):

H1) ϕ1, ϕ2 : [0, T ]→ R, ϕ1, ϕ2 ∈ C ([0, T ],R), T ∈ (0,∞);

H2) There exists a constant I > 0 such that

ϕ1(t) + 2I < ϕ2(t) , ∀t ∈ [0, T ] ;

H3) f : D → R, where D = {(t, x) ∈ R2 | t ∈ [0, T ], x ∈ (ϕ1(t), ϕ2(t))};
H4) f (t, ϕ1(t)) = f (t, ϕ2(t)) = 0, for all t ∈ [0, T ];

H5) f ∈ C(D,R);

H6) For each t ∈ [0, T ], the function F (x) = f (t, x) has a unique maximum
in the point M(t) ∈ (ϕ1(t), ϕ2(t)) and ϕ1(t) + I ≤M(t) ≤ ϕ2(t)− I;

H7) f ∈ C1(D,R);

H8) ∀(t, x) ∈ [0, T ]× (M(t),M(t) + I),

f (t, x) +
ft(t, x)− ft(t, x− I)

fx(t, x)− fx(t, x− I)
> 0 ,

where ft(t, x) =
∂f

∂t
(t, x) e fx(t, x) =

∂f

∂x
(t, x);

H9) ϕ1(t) is a decreasing function in [0, T ];

H10) ϕ2(t) is a increasing function in [0, T ];

H11) ϕ1(0) + I ≤ x0 ≤ ϕ2(0).

AUXILIARY RESULTS

Lemma 1. Let conditions (H1)-(H6) hold. Then for t ∈ [0, T ] and for the
equation

g(x) = f (t, x)− f (t, x− I) = 0, (4)

the next statements are valid:
i) This equation possesses a solution ψ(t);

ii) ψ(t) ∈ (M(t),M(t) + I);

iii) The solution ψ(t) is unique;

iv) ψ ∈ C
(
[0, T ],R+

)
.

We consider now the ordinary problem
dx

dt
= f (t, x),

x(0) = x0,
(5)

and the solution is denoted by x(t; 0, x0) or just x(t;x0).
We will also consider, besides (3), the following impulsive problem:

dµ

dt
= f (t, µ), t 6= τ̂ ,

∆µ(τ̂ ) = µ(τ̂+)− µ(τ̂−) = −I,
µ(0) = x0,

(6)

See that we take (6) changing only the instant of impulse from (3),
since τ̂ ∈ [0, T ]. Therefore, the solutions of (3) e (6) will be denoted by
η(t) and µ(t), respectively, and are given by

η(t) =

{
x(t;x0), t ∈ [0, τ ],

x(t; τ, x(τ ;x0)− I), t ∈ (τ, T ],

µ(t) =

{
x(t;x0), t ∈ [0, τ̂ ],

x(t; τ̂ , x(τ̂ ;x0)− I), t ∈ (τ̂ , T ].

Lemma 2. Let the hypotheses (H1)-(H5) and (H9)-(H11) be valid. Then
the solution of problem (6) is continuable to T , in other words, the integral
curve of this problem remains in D for t ∈ [0, T ].
Lemma 3. Let the hypothesis (H) hold. Then the set

∆ = {t ∈ [0, T ] |x(t;x0) = ψ(t)}

consist of, no more, than on point.
Due to the last result, the impulse instant in (3) will be the element of

∆, thus the problem will have one impulse or none, if ∆ = ∅.
Therefore, the solution of our problem satisfies, at moment of impulse

τ ,
f (τ, η(τ )) = f (τ, η(τ )− I) .

MAIN RESULTS

Theorem 1. Let the following conditions hold:
i) The hypotheses (H) are valid;

ii) ∆ = {t ∈ [0, T ] |x(t;x0) = ψ(t)} = {τ};
iii) τ̂ 6= τ, τ̂ ∈ [0, T ].
Then η(T ) > µ(T ).
Theorem 2. Let the following conditions hold:
i) The hypotheses (H) are valid;

ii) ∆ = {t ∈ [0, T ] |x(t;x0) = ψ(t)} = ∅;

iii) 0 ≤ τ̂ < T .
Then η(T )− I = x(T ;x0)− I > µ(T ).

APPLICATIONS

Now, we apply the results to the population dynamic models finding
the conditions to satisfy the hypothesis (H).

Logistic Model
Let us consider the logistic equation supposing that there is not a tem-

poral constancy of the environment, then
dN

dt
=

r

K(t)
N(K(t)−N), N(0) = N0,

where r > 0.
Since f (t, N) = rN(K(t) − N)/K(t), we will choose ϕ1 ≡ 0 and

ϕ2 = K(t), since K ∈ C1([0, T ],R+) increasing such that

K(t) <
√

(K(0)2 − I2)ert + I2 .

Thus, we have D = {(t, N) | t ∈ [0, T ], 0 < N < K(t)}. And we need to
take 0 < I < min{K(t)/2 | t ∈ [0, T ]} and I ≤ N0 < K(0). Then, the hy-
pothesis (H) are valid. Therefore, the results can be applied to the model.
Besides that, solving equation (4), we get ψ(t) = (K(t) + I)/2.

To exemplify, consider the ordinary problem

dN

dt
=
r

K
N(K −N), N(0) = N0 ,

with K > 0 constant, which solution is given by

N(t;N0) =
KN0

N0 + (K −N0)e−rt
.

So, to find the impulse moment of the impulsive problem
dη

dt
=
r

K
η(K − η), t 6= τ

∆η(τ ) = −I,
η(t0) = η0,

we must solve the equation N(τ ;N0) = ψ = (K + I)/2, getting

τ =
1

r
ln

(
K −N0

N0
· K + I

K − I

)
.

t

η
K

ψ

ψ − I

τ T

η0

η0

Gompertz Model
Consider the Gompertz equation

dN

dt
= N(r − γ lnN), N(0) = N0,

where r, γ > 0.
As f (N) = N(r − γ lnN), it follows that f is not defined to N = 0.

However, using the fact that lim
N→0

N lnN = 0, we will define f (0) = 0.

Then, taking ϕ1 ≡ 0, ϕ2 ≡ er/γ, D = {(t, N) | t ∈ [0, T ], 0 < N < er/γ},
0 < I < er/γ/e and I < N0 < er/γ, we guarantee that the hypotheses are
satisfied. Hence, the results are able to be applied.

But this model has a bigger difficulty than the previous one to find ψ

and the instant of impulse τ . It happens because, when we try to solve
the equation f (ψ)− f (ψ − I) = 0, we get

er/γ =
ψψ/I

(ψ − I)(ψ−I)/I
.

Then,we can only find τ satisfying N(τ ;N0) = ψ calculating numerically.

CONCLUSIONS

The first optimization result (Theorem 1) says that, in the case in which
∆ 6= ∅, the solution of (3) with impulse at τ ∈ ∆ will have a higher value
at T than the solution (6) with impulse at τ̂ 6= τ , τ̂ ∈ [0, T ].

On the other hand, the Theorem 2 says that, in the case with ∆ = ∅,
the solution with no impulses of (3) will assume a value at T such that,
even subtracting I at this instant, is still higher than the assumed by the
solution with impulse moment of (6).
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