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Summary

In the study of genetic divergence among organisms, generally the analysis
is done directly from the DNA molecule. Therefore, a possible outcome is
categorical being one out of four categories (looking at the nucleotide level).
Light & Margolin (1971) developed an analysis of variance for categorical
data (CATANOVA) and Pinheiro et al. (2000) employed a similar measure
of variation and extended the CATANOVA procedure taking into account
several positions in the sequence for balanced designs. Here we consider
variable number of sequences in each group, that is, the samples are unbal-
anced. In order to test the null hypothesis of homogeneity among groups,
the asymptotic distribution of the test statistic was found and its power is
evaluated. An application of the test to real data is illustrated using resam-
pling methods such as the bootstrap to generate the empirical distribution
of the test statistics.

KEYWORDS: Analysis of variance; Bootstrap; Categorical data; Asymptotic
distribution; Molecular data; Statistical genetics; Unbalanced designs.

1. Introduction

The fundamental question asked in evolutionary genetics is that given a col-
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lection of DNA sequences, what are the underlying forces responsible for the
observed patterns of variability (Durrett, 2002). Consequently, a large effort
has been devoted to develop methods for the estimation of parameters and
hypothesis testing from data derived from DNA sequences (see Weir, 1990;
Pinheiro et al., 2000, 2001; Pinheiro et al., 2003 and others). One hypothesis
of interest is to test for homogeneity among groups of individuals sampled
from a given region of the genome. Since DNA sequences are essentially cat-
egorical data in nature, i.e., if one looks at the nucleotide level, the response
is one out of four categories (A, C, T, G), one for instance can use methods
of categorical analysis of variance.

Based on a measure of variation for categorical data, expressed as fre-
quencies for each category, Light & Margolin (1971) developed an analysis of
variance for categorical data (CATANOVA). The properties of the variance
components were investigated based on the multinomial model, which made
possible the comparison of variability in the response variable within and
between groups. This method can be applied to genomic sequences with
only one position, but in the case of DNA sequences, one position does not
provide enough information.

Pinheiro et al. (2000) employed a similar measure of variation and ex-
tended the CATANOVA procedure taking into account several positions in
the sequence for balanced designs. When there is a binary response in each
position, such as the case with molecular marker of the class of Random
Amplified Polimorphic DNA (Williams et al., 1990), an analysis of variance
for binary data in unbalanced designs was proposed by Souza et al. (2004).

Here we consider variable number of sequences in each group, that is,
the samples are unbalanced. According to factors considered by Pinheiro et
al. (2000), measures of diversity for unbalanced designs were obtained on
Section 2. Assuming independence between sites we studied the asymptotic
properties of the test statistic under the null hypothesis of homogeneity be-
tween groups. On section 6 a study of the power of the test is also presented.
Finally, an application to real data is given in section 7.

2. Measures of diversity in unbalanced designs and the probability

model

Let X
g
i =

(

Xg
i1, Xg

i2, . . . Xg
iK

)′
be a random vector representing sequence i

of group g, where Xg
ik represents the category present at site k of sequence

i of group g, i = 1, . . . , ng, k = 1, . . . , K e g = 1 . . . , G. Note that for the
case of nucleotide sequences Xg

ik ∈ {A, C, T, G}.
Using Simpson’s index of diversity (Simpson, 1949) and following Pin-
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heiro et al. (2000), the measures of diversity for unbalanced designs are:

TSI = 1 −
C

∑

c=1

(nc··

Kn

)2
; (0.1)

WSI = 1 − 1

G

G
∑

g=1

C
∑

c=1

(

ncg·

Kng

)2

; (0.2)

BSI = TSI − WSI =

C
∑

c=1





1

G

G
∑

g=1

(

ncg·

Kng

)2

−
(nc··

Kn

)2



 , (0.3)

where TSI is the total Simpson index, which is the total variation in the
pooled sample; WSI is the total variation within group and BSI is the vari-
ation between groups.

3. The probabilistic model

Denote by Ncgk the number of responses in category c, at site k for group g,
and let pcgk stand for the probability of falling into category c at position k
for group g. Assuming that responses in different groups are independent,
for groups g and position K, the responses (N1gk, N2gk, ..., NCgk) follow a
Multinomial distribution:

Pr{N1gk = n1gk, N2gk = n2gk, ..., NCgk = nCgk} =
ng!

∏C
c=1 ncgk!

C
∏

c=1

(pcgk)
ncgk

where
C

∑

c=1

ncgk = ng,
C

∑

c=1

pcgk = 1, pcgk > 0, c = 1, ..., C, ∀ k = 1, ..., K and

g = 1, ..., G. Therefore, E(ncgk) = ngpcgk, Var(ncgk) = ngpcgk(1 − pcgk)
and Cov(Nc1g1k1

, Nc2g2k2
) = −δngpc1g1k1

pc2g2k2
,

where δ = II(g1 = g2 = g and k1 = k2).
If we assume that the positions are independent, the model is the product

multinomial given by

K
∏

k=1

G
∏

g=1

Pr{n1gk, n2gk, ..., nCgk} =
K
∏

k=1

G
∏

g=1

ng!
∏C

c=1 ncgk!

C
∏

c=1

(pcgk)
ncgk .

If Vgk = (N1gk, . . . , NCgk)
′ and Pgk = (p1gk, . . . pCgk)

′, k = 1, . . . , K;
g = 1, . . . , G, are vectors C × 1 we can write

E(Vgk) = ngPgk and Cov(Vgk) = ngΣ
⋄
gk
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where Σ⋄
gk = Dgk − P⋄gkP

′
⋄gk, with Dgk being a diagonal matrix C × C

whose diagonal elements are p1gk, ..., pCgk.
Now, let Vg = (Vg1, Vg2, . . . , VgK)′ and Pg = (Pg1, . . . , PgK)′ be

vectors CK×1 and V = (V1, V2, . . . , VG)′ a vector GCK×1. Therefore,

Cov(V) ≡ Σ = Σ11 ⊕ Σ12 ⊕ ... ⊕ Σ1K ⊕ Σ21 ⊕ ... ⊕ Σ2K ⊕ ... ⊕ ΣGK

= n1(Σ
⋄
11 ⊕ ... ⊕ Σ⋄

1K) ⊕ n2(Σ
⋄
21 ⊕ ... ⊕ Σ⋄

2K) ⊕ ... ⊕
⊕ nG(Σ⋄

G1 ⊕ ... ⊕ Σ⋄
GK), (0.4)

4. Moments of diversity measures

Let

T =
1

(Kn)2
UKG ⊗ IC (0.5)

where n =
∑

g ng, UKG is a matrix KG×KG of 1′s, IC is an identity matrix
C ×C and ⊗ is the Kronecker product (Searle, 1982). The expression (0.1)
can thus be expressed in matrix form as

TSI = 1 −
C

∑

c=1

(

nc··

KNT

)2

= 1 − V′TV; (0.6)

Let M be a diagonal matrix G × G whose diagonal elements Mgg =
Gn2

.g. = G(Kng)
2. Then M−1 is a diagonal matrix G × G with diagonal

elements M−1
gg = 1/[G(Kng)

2].
We can define a matrix W as follows:

W = [(M−1 ⊗ UK) ⊗ IC ]. (0.7)

It is thus possible to write expression (0.2) in matrix form:

WSI = 1 − 1

G

G
∑

g=1

C
∑

c=1

(

ncg·

KNg

)2

= 1 − V′WV (0.8)

and

BSI = −V′TV + V′WV = V′(−T + W)V = V′BV; (0.9)

where

B = −T + W =

(

− 1

(KNT )2
UKG + M−1 ⊗ UK

)

⊗ IC . (0.10)
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Thus, according to classic results from linear models (Searle, 1971),

E(TSI) = 1 − 1

KnT
+

1

(KnT )2

C
∑

c=1





G
∑

g=1

K
∑

k=1

ngp
2
cgk −

(

∑

g

ngpcg·

)2


 ;

E(WSI) = 1 − 1

GK

G
∑

g=1

1

ng
+

1

GK2

C
∑

c=1

G
∑

g=1

[

K
∑

k=1

p2
cgk

ng
− p2

cg·

]

;

E(BSI) = − 1

KnT
+

1

(KnT )2

C
∑

c=1





G
∑

g=1

K
∑

k=1

ngp
2
cgk −

(

∑

g

ngpcg·

)2




+
1

GK

G
∑

g=1

1

ng
− 1

GK2

C
∑

c=1

G
∑

g=1

[

K
∑

k=1

p2
cgk

ng
− p2

cg·

]

.

Define the population variation within group g at position k

IS(pgk) = 1 −
C

∑

c=1

p2
cgk . (0.11)

Since our interest is to assess homogeneity between groups, the null
hypothesis is H0 : pcgk = pck, where pcgk is the probability of falling into
category c at position k in group g. Under the null hypothesis, for all g,
we have that IS(p1k) = IS(p2k) = ... = IS(pGk) = IS(pk), that is, the
within-group variance at the k-th site is the same for all groups, where
pgk = (p1gk, p2gk, ..., pCgk)

′ is a vector C × 1 representing the probabilities
associated with categories c = 1, ...C of group g at site k.

Under the null hypothesis, the expected values of diversity measures are:

E0(TSI) = 1 − 1

KnT
+

1

K2nT

C
∑

c=1

[

K
∑

k=1

p2
ck − nT p2

c.

]

; (0.12)

E0(WSI) = 1 − 1

GK

G
∑

g=1

1

ng
+

1

GK2

C
∑

c=1









G
∑

g=1

1

ng





K
∑

k=1

p2
ck − Gp2

c.



 ;

(0.13)

E0(BSI) = − 1

KNT
+

1

K2NT

C
∑

c=1

[

K
∑

k=1

p2
ck − NT p2

c.

]

+
1

GK

G
∑

g=1

1

ng
− 1

GK2

C
∑

c=1









G
∑

g=1

1

ng





K
∑

k=1

p2
ck − Gp2

c.



 .(0.14)
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Since V follows a multinomial distribution we can use the Central Limit
Theorem and

V
D−→ N (µ,Σ) , when N0 → ∞, (0.15)

where µ is the vector of expected values of V, Σ is given in (0.4), and
N0 = min

1≤g≤G
ng.

Under H0, for g = 1, ..., G,

Σ⋄
gk = Σ⋄

0k and Σ⋄
g = Σ⋄

0 = Σ⋄
01 ⊕ Σ⋄

02... ⊕ Σ⋄
0K ; (0.16)

where Σ⋄
0k is a matrix C × C, of the form

Σ⋄
0k = Dk − µ⋄kµ

′
⋄k, (0.17)

where Dk is a diagonal matrix C×C whose diagonal elements are p1k, . . . , pCk

and µ⋄k = (p1k, . . . , pCk)
′. Thus, under H0

Σ = Σ0 = η ⊗ Σ⋄
0 (0.18)

where η is a diagonal matrix G × G whose diagonal elements are ηgg = ng

and Σ⋄
0 is given by (0.16) . Therefore, under H0, asymptotically,

V
D−→ N (µ0,Σ0) ; where µ0 = ((n1, n2, . . . , nG) ⊗ P0)

′ (0.19)

with P0 = (p11, . . . , pC1, p12, . . . , pC2, . . . , p1K , . . . , pCK)′.

5. Asymptotic distribution of the test statistic

The interest now is to derive a statistic to test the hypothesis of homogeneity
among groups. To that end we propose a test statistic in terms of Simpson’s
indexes and, therefore, we obtain the asymptotic distribution of the statistics
V′BV,V′TV and V′WV that are related to Simpson’s indexes BSI, TSI
and WSI, respectively.

From (0.9), BSI can be written as,

BSI = V′BV =
C

∑

c=1





1

G

G
∑

g=1

(

Ncg·

KNg

)2

−
(

Nc··

KNT

)2


 . (0.20)

Let θcgk = Ncgk − E0(Ncgk) = Ncgk − ngpck. Then,

θc·· =
G

∑

g=1

K
∑

k=1

θcgk = Nc·· −
G

∑

g=1

ng

K
∑

k=1

pck. (0.21)
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As N0 = min
1≤g≤G

ng, under H0,

θ
D−→ N(0,Σ0), when N0 → ∞, (0.22)

where θ = (θ111 . . . θCg1 . . . θCGK)′ and Σ0 is given by (0.18). Therefore,
we can write

BSI =
C

∑

c=1





1

G

G
∑

g=1

(

θcg· + ngpc.

Kng

)2

−
(

θc·· + pc.n

Kn

)2




= θ′Bθ + Aθ; (0.23)

where A = (a1A
⋆ a2A

⋆ . . . aGA⋆) = a⊗A⋆ is a vector 1×CGK, a = (ag)
is a vector 1×G being ag = 1

GNg
− 1

NT
, e A⋆ is a vector 1×CK of the form

A⋆ =
2

GK2
(p1·, . . . , pC·, p1·, . . . , pC·, . . . , p1·, . . . , pC·) (0.24)

As we have already seen, θ has normal asymptotic distribution, then

θ′Bθ
D−→

CGK
∑

i=1

λi

(

χ2
1

)

i
; when N0 → ∞ (Searle, 1971) (0.25)

where
(

χ2
1

)′

i
s are independent random variables chi-square distributed with

com 1 degree of freedom and {λi, i = 1, ... CGK} is a set of eigenvalues of

BΣ0 = B (η ⊗ Σ⋄
0) =

[(

− 1

(KNT )2
UKG +

(

M−1 ⊗ UK

)

)

⊗ IC

]

(η ⊗ Σ⋄
0)

by (0.10) and (0.18). Note also that from (0.22),

Aθ
D−→ N

(

0,AΣ⋄
0A

′
)

; (0.26)

with

AΣ⋄
0A

′ =
4

(GK2)2

G
∑

g=1

[

(

1

ng
− 1

NT

)2 C
∑

c=1

(

K
∑

k=1

p2
c. [ngpcgk(1 − pcgk)] +

+
C

∑

c′ 6=c=1

K
∑

k=1

−ngpc.pc′.pcgkpc′gk







 .
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Then, we can say that, under H0,

BSI = θ′Bθ + Aθ
D−→

CGK
∑

i=1

λi

(

χ2
1

)

i
+ N

(

0,AΣ⋄
0A

′
)

; (0.27)

that is, BSI is the sum of a linear combination of random variables χ2
1

distributed and the other normally distributed. By Lemma 5.1 we have
that θ′Bθ and Aθ are not independent and therefore the distribution of
V′BV is not a convolution of these random variables.

Lemma 5.1 θ′Bθ and Aθ are not independent. (Proof in A.1)

As an alternative to obtain the distribution of V′BV, let us define R as a
matrix CGK×CGK such that RΣR′ = ICGK and Y = RV ⇒ V = R−1Y.
Therefore, as N0 → ∞,

Y
D−→ N(Rµ, ICGK) and V′BV = Y′(R−1)′BR−1Y ≡ Y′CY,

where C = (R−1)′BR−1.
Let P be an orthogonal matrix such that PCP′ is a diagonal matrix and

Y⋆ = PY ⇒ Y = P−1Y⋆ = P′Y⋆. Therefore,

Y⋆ D−→ N(PRµ, ICGK);

V′BV = Y′CY = (Y⋆)′PCP′Y⋆ = (Y⋆)′C⋆Y⋆,
with C⋆ ≡ P(R−1)′BR−1P′. Therefore,

BSI = (Y⋆)′C⋆Y⋆ D−→
CGK
∑

i=1

c⋆
i

(

χ2
1(δ1i)

)

; (5.28)

where δ1i ≡
(µ⋆

i )
2

2
, being µ⋆

i the i-th element of the vector µ⋆ = PRµ and

c⋆
i ’s the elements of the diagonal of C⋆, c⋆

i ∈ R.

Reminding that, TSI = 1 − V′TV, under H0, V
D−→ N(µ0,Σ0). Since

TΣ0 is not idempotent, the distribution of V′TV is not χ2
(rank(T),µ′

0
Tµ

0
).

Nevertheless,

V′TV = θ′Tθ + A2θ + δ; (5.29)

where A2
′ = (A⋆

2 A⋆
2 ... A⋆

2)′ = (1G ⊗ A⋆
2)′ is a vector CGK × 1, 1G is a

row vector of 1’s of size G and A⋆
2 is a vector 1 × CK of the form

A⋆
2 =

2

K2NT
(p1., . . . , pC., p1., . . . , pC., . . . , p1., . . . , pC.) .
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According to Lemma 5.2, θ′Tθ and A2θ are not independent and in this
case V′TV will not be the convolution of these variables.

Lemma 5.2 θ′Tθ e A2θ are not independent. (Proof in A.2)

Under H0,

θ′Tθ
D−→

CGK
∑

i=1

λ2i

(

χ2
1

)

i
and A2θ

D−→ N(0,A2Σ0A
′
2), as N0 → ∞.

Therefore, asymptotically, we can say that V′TV is the sum of a linear
combination of χ2

1 random variables and a normally distributed random
variable.

V′TV
D−→

CGK
∑

i=1

λ2i

(

χ2
1

)

i
+ N(0,A2Σ0A

′
2) + δ;

where λ2i, i = 1, ..., CGK is the set of eigenvalues of

TΣ0 =
1

(Kn)2
T⋄Σ0 =

1

(Kn)2
T⋄η ⊗ Σ⋄

0.

Alternatively, we have that the distribution of V′TV is analogous to
that obtained in (5.28):

V′TV = (Y⋆
2)′C⋆

2Y
⋆
2

D−→
CGK
∑

i=1

c⋆
2i

(

χ2
1(δ2i)

)

, with δ2i ≡
(µ⋆

2i)
2

2
; (5.30)

where c⋆
2i’s , c⋆

2i ∈ R, are the elements of the diagonal matrix

C⋆
2 ≡ P2(R2

−1)′TR2
−1P2,

where P2 is an orthogonal matrix and µ⋆
2i the i-th element of the vector

µ⋆
2 = P2R2µ, with R2 being a matrix CGK × CGK such that R2ΣR′

2 =
ICGK . Note that

Y⋆
2

D−→ N(µ⋆
2, ICGK);

In the case of the within-group Simpson’s index we have WSI = 1 −
V′WV and under H0,

V′WV = θ′Wθ + A3θ + δ; (5.31)
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where A3
′ = (A⋆

3 A⋆
3 ... A⋆

3)′ = (n3 ⊗ A⋆
3)′ is a vector CGK × 1, n3 =

(

1

n1
. . .

1

ng

)

is a row vector of size G and A⋆
3 is a vector 1 × CK of the

form

A⋆
3 =

2

K2G
(p1., . . . , pC., p1., . . . , pC., . . . , p1., . . . , pC.) .

We also showed (Lemma 5.3) that V′WV is not a convolution of θ′Wθ

and A3θ.

Lemma 5.3 θ′Wθ and A3θ are not independent. (Proof in A.3)

Therefore,

V′WV
D−→

CGK
∑

i=1

λ3i

(

χ2
1

)

i
+ N(0,A3Σ0A

′
3) + δ;

where λ3i, i = 1, ..., CGK is the set of eigenvalues of

WΣ0 = [(M−1 ⊗ UK) ⊗ IC ]Σ0.

In other words, V′WV is the sum of a linear combination of χ2
1 random

variables, a normally distributed random variable and a constant.
As in (5.28) we obtained that

V′WV = (Y⋆
3)′C⋆

3Y
⋆
3

D−→
CGK
∑

i=1

c⋆
3i

(

χ2
1(δ3i)

)

with δ3i ≡
(µ⋆

3i)
2

2
(5.32)

where c⋆
3i’s, c⋆

3i ∈ R, are the elements of the diagonal matrix
C⋆

3 ≡ P3(R3
−1)′TR3

−1P′
3, where P3 is an orthogonal matrix and µ⋆

3i the
i-th element of the vector µ⋆

3 = P3R3µ.
Note that

Y⋆
3

D−→ N(µ⋆
3, ICGK);

where R3 is a matrix CGK × CGK such that R3ΣR′
3 = ICGK .

To test for homogeneity between groups we need to obtain the asymp-
totic distribution of a statistic that is a function of BSI/WSI. We thus need
to study the order of convergence of some statistics and their moments.

Let N0 = min
1≤g≤G

ng. We have from (0.14), (0.12) and (0.13), respectively,



Souza, Pinheiro, da-Silva and Reis: Analysis of Variance for Genomic Sequences11

θ1 ≡ E0(BSI)

= − 1

KNT
+

1

GK

G
∑

g=1

1

ng
+

1

K2NT

C
∑

c=1

K
∑

k=1

p2
ck − 1

GK2

C
∑

c=1

G
∑

g=1

1

ng
p2

ck

θ2 ≡ E0(TSI) = 1 +
1

KNT

(

C
∑

c=1

K
∑

k=1

p2
ck

K
− 1

)

−
C

∑

c=1

p2
c.

K2

= 1 + O(N−1
0 ) −

C
∑

c=1

p2
c.

K2

θ3 ≡ E0(WSI) = 1 − 1

GK

G
∑

g=1

1

ng
+

1

GK2

C
∑

c=1

G
∑

g=1

1

ng
p2

ck − p2
c.

K2

= 1 + O(N−1
0 ) −

C
∑

c=1

p2
c.

K2

Defining now,

T1 ≡ BSI − θ1; T2 ≡ TSI − θ2 and T3 ≡ WSI − θ3.

If ng = O(N0) ∀g, g = 1, ..., G we have

1. θ′Tθ ∼
CGK
∑

i=1

λ2i

(

χ2
1

)

i
= Op(N−1

0 ), since {λ2i, i = 1, ..., CGK} is the

set of eigenvalues of TΣ0 = O(N−1
0 );

2. A2θ = Op(N
−1/2
0 ), since A2θ ∼ N(0,A2Σ0A

′
2), A2 = O(N−1

0 ) and
Σ0 = O(N0);

3. δ =
1

K2

C
∑

c=1

p2
c. = O(1).

Analogously we have,

1. θ′Wθ =
CGK
∑

i=1

λ3i

(

χ2
1

)

i
= Op(N−1

0 );

2. A3θ = Op(N
−1/2
0 ).
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Therefore, T2 = TSI − θ2 = Op(N
−1/2
0 ) , T3 = WSI − θ3 = Op(N

−1/2
0 )

and BSI = θ′Bθ + Aθ = Op(N−1
0 ) + Op(N

−1/2
0 ) = Op(N

−1/2
0 ). Then, to

test the hypothesis of homogeneity among groups we propose the following
statistic:

F1 ≡ N
1/2
0

(

BSI

WSI

)

; (5.33)

And we can write F1 as

F1 = N
1/2
0

(

BSI

T3 + θ3

)

= N
1/2
0

BSI

θ3

(

1 − T3

θ3 + T3

)

= N
1/2
0

BSI

θ3
+ O(N

−1/2
0 ) = O(1);

since N
1/2
0 BSI = Op(1), θ3 + T3 = O(1) + Op(N

−1/2
0 ) = Op(1) and

θ3 = 1 −
C

∑

c=1

p2
c.

K2
+ O(N−1

0 ) = θ0
3 + O(N−1

0 ).

Therefore, by (5.28), we have that, for ng = O(N0) and N0 → ∞,
F1 is expressed as a linear combination of non-central chi-square random
variables.

F1 = N
1/2
0

BSI

θ0
3

∼
CGK
∑

i=1

N
1/2
0

θ0
3

c⋆
i

(

χ2
1(δi)

)

, (5.34)

where c⋆
i and δi are obtained according to (5.28).

When the sample sizes ngs are small we can call upon resampling meth-
ods such as the bootstrap and obtain the empirical distribution of F1.

6. Power of the test

We will consider now the following alternative hypotheses in order to eval-
uate the power of the test:

H1 : pcgk =
1

√
ng

γcgk + pck for all g = 1, . . . , G.

These are called the Pitman alternative hypothesis (Pinheiro et al., 2000).
Therefore, it is also possible to assess the behavior of the power of the test
for alternatives that get closer to the null hypothesis as N0 increases.
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We are interested in the case where γcgk 6= 0. Under the alternative
hypothesis we have:

θcgk = Ncgk − E(Ncgk) = Ncgk − ng

(

γcgk√
ng

+ pck

)

,

θcg· = Ncg· − ng

(

γcg·√
ng

+ pc·

)

and

θc·· = Nc·· −
∑

g

ng

(

γcg·√
ng

+ pc·

)

.

Now,

BSI =
C

∑

c=1





1

G

G
∑

g=1

(

θcg· + ngpc.

Kng

)2

−
(

θc·· + pc.n

Kn

)2




+
C

∑

c=1

G
∑

g=1

{

1

G

[

2
γcg·√
ng

ng(θcg· + ngpc·)

(Kng)2

]

−
[

2

∑

g ngγcg·
√

ng

(θc·· + npc·)

(Kn)2

]

+

(

ngγcg·

Kng
√

ng

)2

−
(

∑

g ngγcg·

Kn
√

ng

)2
}

.

From (0.23) we have

BSI = θ′Bθ + Aθ +
∑

c

∑

g

[

2
√

ngγcg·

K2

(

θcg·

GN2
g

− θc··

N2
T

)]

+
∑

c

∑

g

[

2pc·
√

ngγcg·

K2

(

1

GNg
− 1

NT

)]

+
∑

c

∑

g

1

GK2

[

(

γcg·√
ng

)2

−
(

∑

g
√

ngγcg·

NT

)2
]

= θ′Bθ + (A + A4)θ + δ⋆⋆,

where A is a vector 1 × CGK defined in (0.23) and (0.24), and A4 =
(A⋆

4, A⋆
4, . . . , A⋆

4), a vector 1 × CGK, being A⋆
4 = (A⋆

41, A⋆
42, . . . , A⋆

4G),
1 × CG, with A⋆

4g = (a⋆
41g, a⋆

42g, . . . , a⋆
4Cg), 1 × C,

a⋆
4cg =

2
√

ng

K2

(

1

GN2
g

− 1

NT

)

γcg −
∑

g′ 6=g

2
√

Ng′

(KNT )2
γcg′ .
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Since θ′Bθ and Aθ are not independent (Lema 5.1), θ′Bθ e (A+A4)θ
are also not independent. Therefore, the distribution of V′BV is not a
convolution of a linear combination of χ2 random variables and a random
variable normally distributed.

If A⋆⋆ = A + A4, then

V′BV = θ′Bθ + A⋆⋆θ + δ⋆⋆ = X′X − 1

4
(A⋆⋆)′B−1A⋆⋆ + δ⋆⋆,

where X = B1/2θ + 1
2B

−1/2A⋆⋆.
Suppose that B is semi-definite positive, then its elements ∈ R, as is

the case with balanced samples (Pinheiro et al., 2000). In this case, if
Γ = B1/2Σ(B1/2)′ and µ⋆⋆ = 1

2B
−1/2A⋆⋆, then

X ∼ N(µ⋆⋆;Γ).

Let P4 be an orthogonal matrix such that P4Γ(P4)
′ = Λ, where Λ is a

diagonal matrix. If Y = P4X ⇒ X = P′
4X, then,

Y ∼ N(P4µ
⋆⋆;Λ) and X′X = Y′P4P

′
4Y ∼

CGK
∑

i=1

λi(χ
2
1(δi))i (5.35)

where λi are the eigenvalues of Λ, in this case the elements of the diago-
nal matrix Λ. Note that Λ is semi-definite positive and therefore λi ≥ 0.

δi =
a2

i

2λi
, being ai o i-th element of vector 1

2P4B
−1/2A⋆⋆, which is a linear

combination of the γcgk’s.

If the constant c = −1

4
(A⋆⋆)′B−1A⋆⋆ + δ⋆⋆, then,

Pr(F1 ≥ u) = Pr(
√

N0X
′X ≥ θo

3u −
√

N0c). (5.36)

However,

c = −1

4
(A⋆⋆)′B−1A⋆⋆ + δ⋆⋆ = O(N

−1/2
0 ),

since ng = O(N0). Therefore,
√

N0c = O(1), with the increase of the non-
centrality parameter δi the distribution of the χ2 random variable tends to
the right and, for N0 → ∞, the probability in (5.36) tends to 1, indicating
that the power of the test converges to 1.
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In cases where B is not semi-definite positive, more studies are needed
on the power of the test. Nevertheless, in these cases the power of the test
can be evaluated numerically.

7. Application

The data presented in this section are derived from a study of popula-
tion genetic structure using sequences of the mitochondrial DNA genome
of the freshwater turtle Hydromedusa maximiliani, conducted in the state
of São Paulo in southeastern Brazil (Souza et al., 2003). This freshwater
turtle inhabits topologically complex habitats characterized by sequences
of ridges and valleys, each drained by river and stream systems. For this
study, an area of approximately 2700ha containing three drainages (hereafter
drainages I, II and III) was sampled based on the natural spatial hierarchy
formed by rivers and streams. Within each drainage, specimens of H. maxi-
miliani were randomly hand-caught in the natural habitat of shallow rivers
and streams. The data set consists of 48 sequences of the mitochondrial
DNA genome of freshwater turtles of the species H. maximiliani collected
from watersheds I, II and III, having sample sizes of 30, 7 and 11 sequences,
respectively (Souza et al., 2003). Drainage I, the larger drainage sampled
and which yielded the larger sample size, was further subdivided according
to the spatial hierarchy of the main rivers and their tributaries, resulting
in three sample sites. Sample sizes for each site were 4, 12, and 9, re-
spectively. From each individual in these samples, a 1,400 bp fragment of
the mitochondrial region encompassing cytochrome b, 12S, and Thr-proline
genes, as well as the D loop region was obtained. Sequences were obtained
from these fragments with a 377 Automated DNA sequencer. Details of the
molecular procedures can be found in Souza et al. (2003). These sequences
were obtained from two different regions of the mitochondrial genome, the
cytochrome b gene with 262 sites and the control region with 413 sites.

Since the sequences were taken from two different regions of the mito-
chondrial genome the analysis will be carried out separately. Under H0 :
pcgk = pck, where pck is the proportions of sequences in site k showing
category c, where c ∈ {A, T, C, G}. Initially, we compare groups corre-
sponding to the three watersheds sampled for the cytochrome b and then
we compare sequences from the control region. These comparisons were
also performed for the three partitions within watershed I. Since the sample
sizes are small, we call upon resampling techniques to generate the empirical
distribution of F1 under H0. The procedure is as follows:

Step 1: Estimate pck from the data, i.e., p̂ck =
nc1k + nc2k + nc3k

n
, which is
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the observed proportion of sequences in the pooled sample that in position
k falls in category c, and compute the observed value of the test statistic F1

(F1obs).
Step 2: Generate n = 48 sequences with K = 262 (for cytochrome b gene)
and K = 413 (for the control region) positions each from a Multinomial
distribution (48; p̂1k, p̂2k, p̂3k, p̂4k).
Step 3: Compute the value of the test statistic F1 from the generated data.
Step 4: Repeat steps 2 and 3 10, 000 times.

Table 1 shows the observed values of F1 and the respective p − values
corresponding to the cytochrome b gene and control region sequences of
the mitochondrial DNA sampled from the freshwater turtle populations in
watersheds I, II and III.

The histograms of Figure 1 show the behavior of the distribution of
the test statistic F1. Figure 2 shows the behavior of the distribution of F1

for subpopulations of freshwater turtles within watershed I. The observed
values of F1 and the respective p-values from cytochrome b gene and control
region for the comparisons of partitions 1, 2 and 3 within watershed I are
on Table 2.

For the significance level of 5%, we reject the hypothesis of homogeneity
among groups if the p−value ≤ 0.05. If the observed value of F1 is negative
then the p − value = 2P (F1 ≤ F1obs), otherwise, p − value = 2P (F1 ≥
F1obs). Among the three watersheds we find strong evidence to reject the
hypothesis of homogeneity among groups, that is, analyzing the sequences
for the control region there is statistical evidence for genetic variation among
the three populations from watersheds I, II and III. Comparing sequences
for the control region of individuals from watershed I, we also obtained
strong evidence for the rejection of the null hypothesis of homogeneity among
groups. Therefore, at the level of DNA sequences it was possible to observe
genetic variation among individuals of watershed I.

A pairwise comparison of partitions indicated which turtle samples dif-
fered between partitions 1, 2 and 3, within watershed I (see Table 2). Pair-
wise comparisons were adjusted by the Bonferroni correction and at the
significance level of 5% the hypothesis of homogeneity between groups is
rejected if the p − value < (0.05/3) ≈ 0.017.

Therefore, there is strong evidence for genetic diversity between water-
sheds I and II (Table 1). Diversity is also evident between partitions 1 and
2 and between 1 and 3 (Table 2). The empirical distribution of F1 for the
pairwise comparisons have symmetric distributions around zero and the case
of pairwise comparisons between partitions within watershed I is shown on
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Figure 3.
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APPENDIX

A.1 PROOF OF LEMMA 5.1

θ′Bθ and Aθ would be independent if and only if AΣ0B = 0 (Searle,
1971).

AΣ0B = − 1

(Kn)2
A(η ⊗ Σ⋄

0)(UKG ⊗ IC) + A(η ⊗ Σ⋄
0)(M

−1 ⊗ UK ⊗ IC)

= − 1

(Kn)2
(a ⊗ A⋆) [ηUG ⊗ Σ⋄

0(UK ⊗ IC)]

+ (a ⊗ A⋆)
[

ηM−1 ⊗ Σ⋄
0(UK ⊗ IC)

]

=

[

aη

(

− 1

(Kn)2
UG + M−1

)]

⊗ [A⋆Σ
⋄
0(UK ⊗ IC)]

Let a⋆ = (p1· . . . pC·). Remember that Σ⋄
0 = Σ⋄

01 ⊕ Σ⋄
02 ⊕ . . . ⊕ Σ⋄

0K .

A⋆Σ
⋄
0(UK ⊗ IC) =

2

GK2
(a⋆Σ⋄

01 a⋆Σ⋄
02 . . . a⋆Σ⋄

0K) (UK ⊗ IC).

For each k, of (0.17) we have,

a⋆Σ⋄
0k =

(

p1k

(

p1· −
C

∑

c=1

pc·pck

)

p2k

(

p2· −
C

∑

c=1

pc·pck

)

. . . pCk

(

pC· −
C

∑

c=1

pc·pck

) )

.
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The first element of the vector A⋆Σ⋄
0(UK ⊗ IC) is

2

GK2

(

p11

(

p1·
−

∑

c

pc·
pc1

)

+ p12

(

p1·
−

∑

c

pc·
pc2

)

+ . . . + p1K

(

p1·
−

∑

c

pc·
pcK

))

=
2

GK2

(

∑

k

p1k

(

p1·
−

∑

c

pc·
pck

))

=
2

K2

(

p1·
−

∑

c

pc·

∑

k

pck

)

6= 0.

As aη
(

− 1
(KNT )2

UG + M−1
)

6= 0 ⇒ θ′Bθ e Aθ are not independent.

A.2 PROOF OF LEMMA 5.2

θ′Tθ and A2θ would be independent if and only if A2Σ0T = 0 (Searle,
1971).

A2Σ0T =
1

(Kn)2
A2(η ⊗ Σ⋄

0)(UG ⊗ UK ⊗ IC)

=
1

(Kn)2
(1G ⊗ A⋆

2)[ηUG ⊗ Σ⋄
0(UK ⊗ IC)]

=
1

(Kn)2
(1GηUG ⊗ A⋆

2Σ
⋄
0(UK ⊗ IC)).

From Lemma 5.1 we have

A⋆
2Σ

⋄
0(UK ⊗ IC)) =

2

K2n
(a⋆Σ⋄

01 a⋆Σ⋄
02 . . . a⋆Σ⋄

0K) (UK ⊗ IC) 6= 0.

As 1GηUG 6= 0 ⇒ θ′Tθ and A2θ are not independent.

A.3 PROOF OF LEMMA 5.3

θ′Wθ and A3θ would be independent if and only if A3Σ0W = 0 (Searle,
1971).

A3Σ0W = A3(η ⊗ Σ⋄
0)[(M

−1 ⊗ UK) ⊗ IC ]

= (n3 ⊗ A⋆
3)[ηM−1 ⊗ Σ⋄

0(UK ⊗ IC)]

= n3ηM−1 ⊗ A⋆
3Σ

⋄
0(UK ⊗ IC).

From Lemma 5.1

A⋆
3Σ

⋄
0(UK ⊗ IC)) =

2

K2G
(a⋆Σ⋄

01 a⋆Σ⋄
02 . . . a⋆Σ⋄

0K) (UK ⊗ IC) 6= 0.

As n3ηM−1 6= 0 ⇒ θ′Tθ e A3θ are not independent.
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Table 1: Observed Values of F1 and p-values
Sequence Watersheds F1obs p − value

Cytochrome b gene I,II, III 0.0000 0.4923

Control region I, II, III 0.0003 0.0025

I, II 0.0004 0.0070

Control region I, III 0.0001 0.1955

II, III 0.0001 0.0270

Table 2: Observed Values of F1 and p-values: Watershed I
Sequence Partitions F1obs p − value

Cytochrome b gene 1,2,3 0.0000 0.8112

Control region 1,2,3 −0.0003 0.0020

1,2 −0.0005 < 0.0002

Control region 1,3 −0.0020 0.0136

2,3 −0.0010 0.1330
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Figure 1: Empirical Distribution of F1: DNA sequences of freshwater turtle
populations. (a) Cytochrome b gene. (b) Control region.
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Figure 2: Empirical Distribution of F1: DNA Sequences of Turtles from
Watershed I. (a) cytochrome b gene. (b) Control region.
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Figure 3: Empirical distribution of F1: DNA Sequences for the Control
Region from Watershed I. (a) Partitions 1 and 2. (b) Partitions 1 and 3.
(c) Partitions 2 and 3.


