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Abstract

In this paper we study the existence of solutions u ∈ W 1,p(Ω) and

their asymptotic behavior for the problem

8
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>>:

−ε24pu = f(u), in Ω

∂u
∂ν

= 0, on ∂Ω,

where 4p is the p-Laplace operator.
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1 Introduction

In this paper we study the existence of nonconstant solutions and their asymp-

totic behavior for the following class of Neumann problem

(1)





−ε24pu = f(u), in Ω

∂u
∂ν = 0, on ∂Ω,

where 4p denotes the p-Laplace operator, p ≥ 2, ε > 0 is a small parameter, Ω

is a bounded domain in RN (N ≥ 1), with smooth boundary ∂Ω. ∂u
∂ν denotes the

outward normal derivative of u on ∂Ω. For that matter we make the following

assumptions on the nonlinearity f :

(f1) f : [a, b] → R is a function of class C1, where a and b are zeros of the f ;

(f2) f has exactly 2l + 1 zeros, a = a1 < 0 = a2 < a3 < ... < a2l+1 = b with

l = 1, 2, 3, ... so that f(ai) = 0, ∀ i and f ′(ai) < 0, if i odd;

(f3) limt→a2l

f(t−a2l)
|t−a2l|p−2(t−a2l)

> 0.

A function u ∈ W 1,p(Ω) is said to be a weak solution of (1) if

∫

Ω

ε2|∇u|p−2∇u∇ϕdx−
∫

Ω

f(u)ϕdx = 0, ∀ ϕ ∈ W 1,p(Ω).

It has been proved by Ko [8], that under hypotheses (f1), (f2), (f3) with

l = 1, p = 2 and

(f4) |
∫ a1

0
f(t)dt| = ∫ a3

0
f(t)dt

there exists ε0 > 0 such that problem (1) possesses one solution a1 ≤ uε ≤ a3

for all 0 < ε < ε0. His proof uses variational arguments. [8] also shows that the
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nonconstant solution uε converge either to a1 or a3 a.e. on Ω as ε → 0 using

monotone iteration methods. The same problem had studied by Manŕıquez [10],

who proved under hypotheses (f1), (f2), (f3), p = 2, ε = 1,

(f5) |f(t)| ≤ a|t|σ + b with 1 ≤ σ < 2∗ where 2∗ = 2N/(N − 2) if N > 2 and

2∗ = ∞ if N = 2 or N = 1

and

(f6) |f ′(t)| ≤ a|t|σ + d with 1 ≤ σ < 2∗ − 2

that problem (1) possesses at least 2l nonconstant solutions. His proof uses a

combination of the variational and the topological degree arguments.

Using standard variational methods (local minimization and the Mountain

Pass Theorem) we prove the existence of ε0 > 0 such that problem (1) has

at least l nonconstant solutions for all 0 < ε < ε0. Using monotone iteration

methods we show that the nonconstant solutions converge either al or a2l+1 a.e.

on Ω as ε → 0.

The hardest step pf our proof is to show that the solutions uε given for

Mountain Pass Theorem is different of ai, if i even. In order to show this we

use the existence of solutions and their asymptotic behavior for the problem (1)

with Dirichlet boundary conditions, which we establish in Section 2.

Our main results are the following.

Theorem 1.1 Suppose that f satisfies the assumptions (f1), (f2) and (f3).

Then, there exists ε0 > 0 such that, for all 0 < ε < ε0, problem (1) has at least
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l nonconstant solutions satisfing

a1 < u1(x) < a3 < u2(x) < a5 < ... < a2l−1 < ul(x) < a2l+1,

where l = 1, 2, 3, ....

Remark 1.1 From the Theorem of regularity of Tolksdorf ([[11], Thm 1]) there

exists α ∈ (0, 1) such that ul ∈ C1,α(Ω).

Remark 1.2 The theorem 1.1 still is true if we consider the a′is negative for

all i ≥ 3, i.e., a = a2l+1 < ... < a3 < a2 = 0 < a1 = b. The condition a2 = 0 is

not essential; it only makes the presentation easies.

Theorem 1.2 Let f be satisfing the conditions (f1), (f2) and (f3) for l = 1

and let uε(x) a nonconstant solution of problem (1). Given any δ > 0, let

Ω+(ε, δ) := {x ∈ Ω : 0 < uε(x) < δ < a3}

contain a open ball B(x,w∗(ε, δ)) centered at some x = x(ε, δ) ∈ Ω+(ε, δ) whose

radius w∗(ε, δ) is the maximum of radii of open balls in Ω+(ε, δ). Then

lim
ε→0

w∗(ε, δ) = 0.

2 Dirichlet Problem

To prove Theorem 1.1, we need to show the existence of solutions and their

asymptotic behavior for the following Dirichlet problem

(2)





−ε24pu = f(u), in Ω

u = 0, on ∂Ω.

We prove the following Theorem.
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Theorem 2.1 Let f be a function satisfing the assumptions (f1), (f2) and (f3)

with l = 1. Then there exists ε0 > 0 such that, for all 0 < ε ≤ ε0, the Dirichlet

problem (2) has a positive solution 0 < uε < a3 in Ω such that uε → a3 as ε → 0,

uniformly in every compact subset of Ω, and a negative solution a1 < vε < 0 in

Ω such that vε → a1 as ε → 0 uniformly in every compact subset of Ω.

2.1 Existence of Solutions

The prove is done in two steps.

Proposition 2.1 Suppose that f satisfies the assumptions (f1), (f2) and (f3)

with l = 1. Then there exists ε0 > 0 such that, for all 0 < ε ≤ ε0, the Dirichlet

problem (2) has a positive solution 0 < uε < a3 in Ω and a negative solution

a1 < vε < 0 in Ω.

Proof: We start by proving the existence of a positive solution for problem (2).

Let f1 : R→ R be defined by

f1(u) :=





f(u), if 0 ≤ u ≤ a3

0, if u ≤ 0

0, if u ≥ a3.

By (A1), we have that there exists M > 0 such that f1(t)+Mt is nondecreasing

in t for t ∈ [0, a3].

Now, we consider the following auxiliary problem

(3)





−ε2∆pu + Mu = f1(u) + Mu, in Ω

u = 0, on ∂Ω.
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Thus, we will show the existence of a positive solution for problem (3) by using

the method of lower and upper-solution. We prove this in three steps:

Step 1: Observe that the function u(x) ≡ a3, for x ∈ Ω is a upper solution of

(3).

Step 2: Construction of the lower solution of (3).

Let

γ = lim
t→0

f1(t)
|t|p−2t

and λ1 is the first eigenvalue of−4p subject to the Dirichlet boundary condition.

It follows from (f3) that given δ > 0, (take δ < γ), there exists t0 > 0 such that

for all | t |≤ t0 we have

(4) γ − δ ≤ f1(t)
| t |p−2 t

.

Let ϕ1 > 0 an eigenfunction corresponding to the first eigenvalue λ1. Take

β > 0 such that | βϕ1(x) |≤ t0 and β (maxΩ ϕ1) < a3. By (4), we obtain

γ − δ ≤ f1(βϕ1)
| βϕ1 |p−2 βϕ1

.

Choosing ε0 > 0 such that ε20λ1 < γ−δ, we have that βϕ1 is a lower solution

of problem (3) for all 0 < ε ≤ ε0.

Step 3: We will show that there exists a minimal (and, respectively, a maximal)

weak solution u∗ (resp. u∗) for problem (3), such that βϕ1 = u ≤ u∗ ≤ u = a3.

Consider the set

[u, u] := {u ∈ L∞(Ω) : u(x) ≤ u(x) ≤ u(x) a.e. in Ω}
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with the topology of a.e. convergence, and define the operator S : [u, u] → Lq(Ω)

by

Sv = f1(v) + Mv ∈ L∞(Ω) ⊂ Lq(Ω), ∀ v ∈ [u, u],

where q denotes the conjugate exponent to p, i.e., 1/p + 1/q = 1. We get that

S is nondecreasing and bounded. Moreover, if vn, v ∈ [u, u], then

‖ Svn − Sv ‖q
Lq=

∫

Ω

| f1(vn) + Mvn − f1(v)−Mv |q dx.

Let vn → v a.e. in Ω. Applying the Lebesgue dominated convergence theorem,

we obtain that ‖ Svn − Sv ‖Lq→ 0, and then S is continuous.

Define the operator T : Lq(Ω) → W 1,p(Ω), f 7→ u. T is continuous and

nondecreasing.

Consider the continuous nondecreasing operator F : [u, u] → W 1,p
0 (Ω) de-

fined by F := ToS, i.e., for a function v ∈ [u, u], F (v) is the unique weak

solution of problem (3).

Writing u1 = F (u), u1 = F (u), we obtain that for all ϕ ∈ W 1,p
0 , ϕ ≥ 0,

∫

Ω

| ∇u1 |p−2 ∇u1∇ϕ +
∫

Ω

Mu1ϕ =
∫

Ω

(f1(u) + Mu)ϕ

≥
∫

Ω

| ∇u |p−2 ∇u∇ϕ +
∫

Ω

Muϕ

and
∫

Ω

| ∇u1 |p−2 ∇u1∇ϕ +
∫

Ω

Mu1ϕ =
∫

Ω

(f1(u) + Mu)ϕ

≤
∫

Ω

| ∇u |p−2 ∇u∇ϕ +
∫

Ω

Muϕ.

Applying Lemma 2.2 of [3] and taking into account that F is nondecreasing,

we obtain

u ≤ F (u) ≤ F (u) ≤ F (u) ≤ u, a.e. in Ω, ∀ u ∈ [u, u].
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Repeating the same reasoning, we can prove the existence of sequences (un) and

(un) satisfying u0 = u, un+1 = F (un), u0 = u, un+1 = F (un) and, for every

weak solution u ∈ [u, u] of problem (3) with ε = 1, we have

u = u0 ≤ u1 ≤ ... ≤ un ≤ u ≤ un ≤ ... ≤ u1 ≤ u0 = u, a.e. in Ω.

Then, un → u∗, un → u∗, a.e. in Ω, with u∗, u∗ ∈ [u, u], u∗ ≤ u∗ a.e. in

Ω. Since un+1 = F (un) → F (u∗), and un+1 = F (un) → F (u∗) in W 1,p
0 (Ω)

by continuity of F , then u∗, u∗ ∈ W 1,p
0 (Ω) with u∗ = F (u∗) and u∗ = F (u∗).

This completes the proof. Then, u∗ is minimal weak solution (respectively, u∗

maximal weak solution) for (3) with ε = 1 such that u∗, u∗ ∈ [u, u], for all

0 < ε ≤ ε0. In particular, every weak solution u ∈ [u, u] of (3) with ε = 1

satisfies also u∗ ≤ u ≤ u∗, a.e. in Ω. Since the solutions u∗ and u∗ are between

0 and a3 then u∗ and u∗ are solutions of (2). Therefore there exists a solution

for the problem (2) uε := u∗, for all 0 < ε ≤ ε0 such that uε ∈ [βϕ1, a3].

To prove the existence of the negative solution vε(x), where a1 ≤ vε(x) ≤ 0

it is enough to consider the truncation function f2 : R→ R defined by

f2(u) :=





f(u), if a1 ≤ u ≤ 0

0, if u ≤ a1

0, if u ≥ 0

and then the proof follows similarly. ¤
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2.2 Asymptotic Behavior of the Solutions of the Dirichlet

Problem

We have the following proposition which shows the asymptotic behavior of the

solutions of (2) as ε → 0.

Proposition 2.2 Let 0 < uε < a3 be a positive solution of (2) and let a1 <

vε < 0 be a negative solution of (2). Then

i) uε → a3 as ε → 0 uniformly on every compact subset of Ω;

ii) vε → a1 as ε → 0 uniformly on every compact subset of Ω.

Proof: i) The proof follows by adapting some arguments from Theorem 4 in

[5].

First, observe that there exists α ∈ (0, 1) such that uε ∈ C1,α(Ω), by using

either Theorem 1 in [11] or Theorem 2 in [9].

Consider the function f1 : R → R defined at proof of the Proposition 2.1,

and ϕ1 > 0 an eigenfunction corresponding to the first eigenvalue λ1 of −4p in

Ω subject to Dirichlet boundary conditions. From the Maximum Principle of

Vásquez ([[12], Thm 5]), we have uε > 0 in Ω, ∂uε

∂ν < 0 on ∂Ω and ∂ϕ1
∂ν < 0 on

∂Ω.

Consequently, there exist β > 0 such that for all 0 < ε ≤ ε0, we have

uε(x) ≥ βϕ1 and, for a given η > 0 there is Cη such that

(5) uε(x) ≥ Cη > 0,
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for all x ∈ Ωη := {x ∈ Ω : dist(x, ∂Ω) > η}. Take ϕ1 such that ‖ ϕ1 ‖= 1. Since

uε is solution of (3) it follows that

(6) ε2
∫

Ω

| ∇uε |p−2 ∇uε∇ϕdx =
∫

Ω

f1(uε)ϕdx, ∀ ϕ ≥ 0, ϕ ∈ W 1,p
0 (Ω).

In particular, for ϕ = ϕ1 we have

(7) ε2
∫

Ω

| ∇uε |p−2 ∇uε∇ϕ1dx =
∫

Ω

f1(uε)ϕ1dx.

Claim: The expression in the left-hand side of (7) goes to zero as ε → 0. In

fact, observe that 0 < uε ≤ a3 and f1(uε) ≤ C̃. Thus, using Hölder inequality

and (6) with ϕ = uε(x) we obtain

ε2
∫

Ω

| ∇uε |p−2 ∇uε∇ϕ1dx ≤ Cε2
(

1
ε2

∫

Ω

f1(uε)uεdx

) (p−1)
p

≤ Ĉε
2
p → 0 as ε → 0, for some constant Ĉ.

Define dη := inf{ϕ1(x) : x ∈ Ωη} > 0. Then,

(8) dη

∫

Ωη

f1(uε)dx ≤
∫

Ωη

f1(uε)ϕ1dx <

∫

Ω

f1(uε)ϕ1 → 0, ε → 0.

Now suppose by contradiction that there are a number C1 > 0 and a sequence

εj → 0 such that the Lebesgue’s measure of the sets

(9) Ωη,j := {x ∈ Ωη : uεj (x) < a3 − η}

are bounded from below by C1. It follows from (8) that

(10) Ij :=
∫

Ωη,j

f1(uεj )dx → 0, as εj → 0.

Observe that in Ωη,j , from (5) and (9), we have Cη ≤ uεj ≤ a3 − η.
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Since f1 is bounded from below in the interval [Cη, a3 − η] by a number

d > 0, from (9) it follows

Ij =
∫

Ωη,j

f1(uεj )dx ≥ d | Ωη,j |≥ dC1,

which contradicts (10). Therefore, | Ωη,j | is not bounded from below, i.e.,

uε(x) → a3, on every compact subset of Ω as ε → 0.

ii) It follows similarly as in the previous case i). ¤

Proof of Theorem 2.1: The proof follows directly from Propositions 2.1 and

2.2. ¤

3 Proof of Theorem 1.1

The proof is done by using a version of the Mountain Pass Theorem, due a Hofer

[7], and shows the existence of critical points of the mountain pass type.

3.1 A Particular Case

First, we prove a particular case of Theorem 1.1, that is case when f has only

three zeros.

Theorem 3.1 Let be f satisfying the assumptions (f1), (f2) and (f3) for l = 1.

Then there exists ε0 > 0 so that, for all 0 < ε < ε0, there is at least one

nonconstant solution uε for the problem (1) verifying a1 < uε(x) < a3.

In order to prove Theorem 3.1, we use the two lemmas below.
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Lemma 3.1 Let f satisfy the assumptions (f1), (f2) and (f3) for l = 1. Then

there exist functions of class C1, f1 : (−∞, a1] → R+, f2 : [a3, +∞) → R− and

real numbers η1 and β1 such that:

(i) f1(a1) = f(a1), f ′1(a1) = f ′(a1) and f1(t) > 0 for all t ∈ (η1, a1);

(ii) f2(a3) = f(a3), f ′2(a3) = f ′(a3) and f2(t) < 0 for all t ∈ (a3, β1);

(iii) η1 and β1 are so that η1 < a1 < a3 < β1,

∫ a1

η1

f1(t)dt =
∣∣∣∣
∫ 0

a1

f(t)dt

∣∣∣∣,
∣∣∣∣
∫ β1

a3

f2(t)dt

∣∣∣∣=
∫ a3

0

f(t)dt

and for all t ∈ [0, 1], we have

η1 < t(1− t)a3 + (a3 − a1)t + a1 < β1

and

η1 < t(1− t)a1 + (a3 − a1)t + a1 < β1.

Proof: We start proving the existence of η1.

We take

α(t) := t(1− t)a1 + (a3 − a1)t + a1.

Thus, 0 = d
dt (α(t)) = −2ta1 +a3 if, and only if, t = a3

2a1
. Moreover, since a1 < 0

and d2

dt α(t) = −2a1 it follows that α( a3
2a1

) = a2
3

4a1
+ a1 is the minimal value of

α(t). Now we define

η1 :=
a2
3

4a1
+ 2a1.

To prove the existence of β1, we take

β(t) := t(1− t)a3 + (a3 − a1)t + a1.
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We note that 0 = d
dt (β(t)) = (1 − 2t)a3 + a3 − a1 if, and only if, t = 1 − a1

2a3
.

Since d2

dt β(t) = −2a3 and a3 > 0, we have β(1 − a1
2a3

) = a2
1

4a3
+ a3 is maximal

value of β. Now, we take

β1 :=
a2
1

4a3
+ 2a3.

Now, we are going to prove the existence of the function f1.

We take g(t) = f ′(a1)(t− a1) and ξ1, ξ2 functions of class C1 so that ξ1 ≡ 1

at a neighbourhood of a1, ξ2 ≡ 1 at a neighbourhood of η1, ξ1(t) + ξ2(t) = 1 for

all t ∈ [η1, a1] and
∫ a1

η1

g(t)ξ1(t)dt <

∣∣∣∣
∫ 0

a1

f(t)dt

∣∣∣∣.

Now, we choose r > 0 such that

∫ a1

η1

[rξ2(t)g(t) + ξ1(t)g(t)]dt =
∣∣∣∣
∫ 0

a1

f(t)dt

∣∣∣∣.

We define f1 : (−∞, a1] → R+ by

f1(t) :=





rξ2(t)g(t) + ξ1(t)g(t), η1 ≤ t ≤ a1

rf ′(a1)t− ra1f
′(a1), t ≤ η1.

We note that for t ≤ η1 the graph of f1 is the tangent line to f1 at the point

(η1, f1(η1)).

Finally, we prove the existence of f2.

We take g(t) = f ′(a3)(t− a3) and ξ1, ξ2 functions of class C1 so that ξ1 ≡ 1

at a neighbourhood of a3, ξ2 ≡ 1 at a neighbourhood of β1, ξ1(t)+ ξ2(t) = 1 for

all t ∈ [a3, β1] and

Now, we choose r > 0 such that

∣∣∣∣
∫ β1

a3

[rξ2(t)g(t) + ξ1(t)g(t)]dt

∣∣∣∣=
∫ a3

0

f(t)dt.

13



We define f2 : [a3, +∞) → R− by

f2(t) :=





rξ2(t)g(t) + ξ1(t)g(t), a3 ≤ t ≤ β1

rf ′(a1)t− ra1f
′(a1), t ≥ β1.

We observe that for t ≥ β1 the graph of f2 is the tangent line to f2 at the

point (β1, f2(β1)).

Thus the proof of Lemma is concluded. ¤

As consequence of the Maximum Principle we have the following lemma.

Lemma 3.2 If uε is a nonconstant solution of the Neumann problem

(11)





−ε24pu = f̂(u), x ∈ Ω

∂u
∂ν = 0, x ∈ ∂Ω,

where f̂ : R→ R is the function defined by

f̂(t) :=





f(t), a1 ≤ t ≤ a3

f1(t), t ≤ a1

f2(t), t ≥ a3,

where f1 and f2 are defined in Lemma 3.1. Then a1 ≤ uε ≤ a3.

Proof: We start proving that uε ≤ a3. In fact, let

v(x) :=





uε(x)− a3, if uε(x) ≥ a3

0, if uε(x) < a3

and Ω+ := {x ∈ Ω : uε(x) ≥ a3}.

Notice that

ε2
∫

Ω

|∇uε|p−2∇uε∇vdx =
∫

Ω

f̂(uε)vdx =
∫

Ω+

f2(uε)vdx ≤ 0.
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So,
∫

Ω

|∇v|p ≤ 0.

Thus, it follows that |∇v| = 0. Since uε is nonconstant, there exists x ∈ Ω

where uε(x) < a3. So that, v ≡ 0. Therefore, uε(x) ≤ a3, for all x ∈ Ω.

Similarly, we have a1 ≤ uε, by taking

w(x) :=





uε(x)− a1, uε(x) ≤ a1

0, uε(x) > a1

and Ω− := {x ∈ Ω : uε(x) ≤ a1}.

This finishes the proof of the Lemma. ¤

Thus, by Lemma 3.2, it follows that a solution for problem (11) is a solution

for problem (1), since f ≡ f̂ in [a1, a3]. Therefore, to prove Theorem 3.1 it

suffices to prove the following theorem.

Theorem 3.2 Let f satisfy the conditions (f1), (f2) and (f3) for l = 1. Then

there exists ε0 > 0 such that, for all 0 < ε < ε0, problem (11) has at least one

nonconstant solution uε.

We consider the functional Jε : W 1,p(Ω) → R defined by

Jε(u) :=
ε2

p

∫

Ω

|∇u|pdx−
∫

Ω

F̂ (u)dx,

where F̂ (u) :=
∫ u

0

f̂(t)dt.

By Sobolev imbedding this functional is well defined for u ∈ W 1,p(Ω). More-

over, Jε ∈ C1(W 1,p(Ω),R) with the derivative given by

∫

Ω

|∇u|p−2∇u∇ϕdx−
∫

Ω

f̂(u)ϕdx, ∀ ϕ ∈ W 1,p(Ω).
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Thus, the critical points of Jε are weak solutions of (11).

Lemma 3.3 The functional Jε satisfies the Palais-Smale condition.

Proof: Let (un) ⊂ W 1,p(Ω) be a sequence satisfing Jε(un) → c and J ′ε(un) → 0,

as n →∞. Hence

(12) | Jε(un) |=
∣∣∣∣
ε2

p

∫

Ω

|∇un |p dx−
∫

Ω

F̂ (un)dx

∣∣∣∣6 d for some d > 0,

and

(13) | J ′ε(un)v |=
∣∣∣∣ε2

∫

Ω

| ∇un |p−2 ∇un∇vdx−
∫

Ω

f̂(un)vdx

∣∣∣∣≤ δn‖v‖,

for all v ∈ W 1,p(Ω) where δn → 0, n →∞.

Claim: (un) is bounded. In fact, define

vn(x) =





un(x)− β1, if un(x) ≥ β1,

0, if un(x) < β1,

and Ω1 := {x ∈ Ω : un(x) ≥ β1}.

By (13) we have

∣∣∣∣ε2
∫

Ω

|∇vn|pdx−
∫

Ω

f̂(un)vndx

∣∣∣∣≤ δn‖vn‖.

Since f̂(un) ≤ −C in Ω1, it follows

(14) ε2
∫

Ω

|∇vn|pdx + C

∫

Ω

vndx ≤ δn‖vn‖

(15) C

∫

Ω

vndx ≤ δn‖vn‖.

Define wn := vn

‖vn‖ . Hence, ‖wn‖ = 1. Taking subsequence if necessary we

can assume that wn ⇀ w weakly in W 1,p(Ω), wn → w in Lp(Ω) and wn(x) →
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w(x) a.e. in Ω. Dividing (15) by ‖vn‖, we have

C

∫

Ω

wndx ≤ δn.

Taking limits of both sides and observing that w ≥ 0, we have w ≡ 0. Dividing

(14) by ‖vn‖ and taking the limit as n →∞, we conclude that

(16) ε2
∫

Ω

|∇vn|p
‖vn‖ → 0.

On the other hand,

1 = ‖wn‖ = ε2
∫

Ω

|∇wn|pdx +
∫

Ω

|wn|p.

Thus,

(17) ε2
∫

Ω

|∇wn|pdx → 1.

Multiplying and dividing (16) by ‖vn‖p−1, we obtain

‖vn‖p−1ε2
∫

Ω

∣∣∣∣∇
(

vn

‖vn‖
)∣∣∣∣

p

dx = ‖vn‖p−1ε2
∫

Ω

|∇wn|pdx → 0.

Also, from (17) it follows that ‖vn‖ → 0 as n →∞. Consequently, ‖vn‖ ≤ C.

Next, define

zn(x) :=





un(x), if η1 ≤ un(x) ≤ β1

0, if η1 ≥ un(x)

0, if un(x) ≥ β1

and Ω2 := {x ∈ Ω : η1 ≤ un(x) ≤ β1}.

By a similar argument, we prove that ‖zn‖ ≤ C.

Finally, we consider the sequence

rn(x) :=





un(x)− η1, if un(x) ≤ η1

0, if un(x) > η1
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and the set Ω3 := {x ∈ Ω : un(x) ≤ η1 < 0}.

Similarly, as in the previous case, we prove that ‖rn‖ ≤ C.

Let un := vn + zn + rn. Then, we conclude that (un) is bounded in Ω. Also,

using the Boccardo-Murat convergence lemma in [1], we obtain that Jε satisfies

the (PS) condition. ¤

Lemma 3.4 The functional Jε is lower bounded.

Proof: Let Ω1 := Ω3

⋃
Ω4 and Ω2 := Ω5

⋃
Ω6, with

Ω3 := {x ∈ Ω : 0 ≤ u(x) ≤ a3}, Ω4 := {x ∈ Ω : a3 < u(x) < ∞},

Ω5 := {x ∈ Ω : a1 ≤ u(x) ≤ 0}, Ω6 := {x ∈ Ω : −∞ < u(x) < a1}.

Since, u is bounded in Ω3 and in Ω5, we have

∫

Ω1

F̂ (u)dx =
∫

Ω3

F̂ (u)dx +
∫

Ω4

F̂ (u)dx < C̃ +
∫

Ω4

F̂ (a3)dx ≤ C

and

∫

Ω2

F̂ (u)dx =
∫

Ω5

F̂ (u)dx +
∫

Ω6

F̂ (u)dx < C +
∫

Ω6

F̂ (a1)dx < C.

Also,
∫

Ω

F̂ (u)dx =
∫

Ω1

F̂ (u)dx +
∫

Ω2

F̂ (u)dx < C.

Hence,

Jε(u) ≥ ε2

p

∫

Ω

|∇u|pdx− C ≥ −C.

Therefore, Jε is lower bounded. ¤

Lemma 3.5 ai, with i odd, is strict local minimum of Jε in W 1,p.

18



Proof: First of all, we will prove that Jε has a local minimum in C1 at ai.

Let δ > 0 such that F̂ (ai) ≥ F̂ (t), for |t − ai| < δ, and let u ∈ C1 so that

‖u(x) − ai‖C1 = max{|u(x) − ai|, |u′(x) − ai|} ≤ δ. We claim that there exists

η > 0 such that Ωη := {x ∈ Ω : |u(x) − ai| > η} has positive measure. In fact,

let u ∈ C1(Ω), u 6≡ ai. Then, there exists x0 ∈ Ω such that u(x0) 6= ai. Hence,

there exists η > 0 such that either u(x0) > ai + η or u(x0) < ai − η.

Since u is continuous there exists a ball Bδ̃(x0) such that |u(x)−ai| > η, for

all x ∈ Bδ̃(x0). Therefore, Ωη has positive measure.

Now, we define c1 := max{F̂ (ai − η), F̂ (ai + η)}. Since, ai a strict local

maximum of F̂ , we have
∫

Ω

F̂ (u)dx ≤
∫

Ωη

c1dx +
∫

Ω\Ωη

F̂ (ai)dx

< F̂ (ai)
∫

Ωη

dx +
∫

Ω\Ωη

F̂ (ai)dx =
∫

Ω

F̂ (ai)dx.

Therefore,

Jε(u) ≥ −
∫

Ω

F̂ (u)dx > −
∫

Ω

F̂ (ai)dx = Jε(ai),

i.e., ai is a strict local minimum of Jε in C1.

Therefore, by Teorema 1.2 in [6] ai is local minimum of Jε in W 1,p(Ω).

Without loss of generality, we suppose that ai is strict local minimum of Jε

in W 1,p(Ω). On the contrary case, for all δ > 0, there exist vδ ∈ W 1,p(Ω) such

that Jε(vδ) = Jε(ai). So, vδ is a critical point of Jε in W 1,p(Ω). ¤

We will use arguments of [4] in order to obtain the next lemma.

Lemma 3.6 If a is a strict local minimum of Jε, i.e.,

(18) Jε(a) < Jε(u)
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for all u ∈ W 1,p(Ω) such that 0 < ‖u− a‖ < δ0 for some δ0 > 0. Then, for any

0 < α < δ0,

(19) inf{Jε(u) : u ∈ W 1,p(Ω) and ‖u− a‖ = α} > Jε(a).

Proof: Assume by contradiction that the infimum in (19) is equal to Jε(a)

for some α with 0 < α < δ0. So there exists a sequence un ∈ W 1,p(Ω) with

‖un − a‖ = α and, say, Jε(un) ≤ Jε(a) + 1
2n2 . Call

A := {u ∈ W 1,p(Ω) : α− δ ≤ ‖u− a‖ ≤ α + δ},

where δ > 0 is chosen so that 0 < α − δ and α + δ < δ0. In view of our

contradiction hypothesis an (18), it follows that inf{Jε(u) : u ∈ A} = Jε(a).

We now apply the Ekeland Variational principle to the functional Jε on A

in order to get the existence of vn ∈ A such that

(20) Jε(vn) ≤ Jε(un),

(21) ‖vn − un‖ ≤ 1
n

,

(22) Jε(vn) ≤ Jε(u) +
1
n
‖u− vn‖, ∀ u ∈ A.

Our purpose is to show that vn is a (PS) sequence for Jε in W 1,p(Ω), i.e.,

Jε(vn) ≤ C (which is obvious by (20)) and J ′ε(vn) → 0, as n →∞.

Once this is proved, we get, that vn has a convergent subsequence. Denote

this subsequence by vn we have that vn → v in W 1,p(Ω). Notice that v ∈ A,

since A is complete. Hence, v ∈ W 1,p(Ω) and therefore it satisfies ‖v − a‖ = α

and Jε(v) = Jε(a), which contradicts (18).
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So in order to conclude the proof of Lemma 3.6 we will prove that J ′ε(vn) → 0,

as n → ∞. Take w ∈ W 1,p(Ω) and consider ut := vn + tw, for n > 1/δ. We

observe that for |t| sufficiently small, ut = vn + tw ∈ A. Indeed

lim
t→0

‖ut − a‖ = ‖vn − a‖ ≤ ‖vn − un‖+ ‖un − a‖ ≤ 1
n

+ α < δ + α.

On the other hand,

‖vn − a‖ ≥ ‖a− un‖ − ‖un − vn‖ ≥ α− 1
n

> α− δ.

Also, we can take u = ut in (22), and then, for t > 0,

(23)
Jε(vn)− Jε(vn + tw)

t
≤ 1

n

1
t
‖vn − tw − vn‖ ≤ 1

nt
‖tw‖.

Taking the limit in (23) as t → 0, we obtain 〈J ′ε(vn), w〉 ≤ 1
n‖w‖. Consequently,

|〈J ′ε(vn), w〉| ≤ 1
n
‖w‖, ∀ w ∈ W 1,p(Ω).

So, J ′ε(vn) → 0, as n →∞ and the proof of the lemma is concluded. ¤

Proof of Theorem 3.2: We define

Γ := {h ∈ C([0, 1],W 1,p(Ω)) : h(0) = a1 e h(1) = a3}

and

γε := inf
h∈Γ

max
t∈[0,1]

Jε(h(t)).

By Lemma 3.6 γε := infh∈Γ maxt∈[0,1] Jε(h(t)) > c = max{Jε(a1), Jε(a3)}.

Since Jε satisfies the condition (PS), using the Mountain Pass Theorem by [7] it

follows that there exist u critical point of Jε such that Jε(u) = γε. If the critical

points are not isolated in W 1,p(Ω) then there exist an infinite number of critical
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points of Jε. Otherwise, u is of the mountain-pass type, see [7]. Since a1 and a3

are strict local minimum then u 6= a1 and u 6= a3. Therefore, in order to show

the existence of a nonconstant critical point of Jε, we only need to prove that

γε < 0, since Jε(0) = 0.

We claim that γε < 0. In fact, we consider B ⊂ Ω an open ball in Ω and we

define

u0(x) :=





vε(x), x ∈ B

wε(x), x ∈ Ω\B,

where vε is the positive solution for the Dirichlet problem (2) in B and wε is

the negative solution for the Dirichlet problem (2) in (Ω\B)
⋃

∂(Ω\B).

Since Ω ∈ C1 and the functions vε, wε ∈ Lp(Ω), it follows by Proposition

IX.18 of [2] that u0 ∈ W 1,p(Ω).

Now, given ε > 0 we consider the special path

hε(t) := t(1− t)u0(x) + (a3 − a1)t + a1, in Γ.

Then we claim that there exists a small number ε0 > 0, so that, for all

0 < ε < ε0 and for all t ∈ [0, 1] maxt≥0 Jε(hε(t)) < 0. In fact, suppose by

contradiction that there is no such a ε0 > 0. Then for any ε0 > 0 there is a

0 < ε < ε0 so that

(24) Jε(hε(tε)) ≥ 0,

for some tε ∈ [0, 1]. Then choose a sequence (εk) so that

lim
k→∞

εk = 0, Jε(hεk
(tεk

)) ≥ 0, 0 ≤ lim
k→0

tεk
= α ≤ 1.
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For simplicity we drop the indices and write εk = ε and tεk
= t. So

Jε(hε(t)) = ε2

p

∫

B

|∇hε(t)|pdx +
ε2

p

∫

Ω\B
|∇hε(t)|pdx−

∫

Ω

F̂ (hε(t))dx

= ε2

p tp(1− t)p

(∫

B

|∇vε|pdx +
∫

Ω\B
|∇wε|pdx

)

−
∫

Ω

F̂ (t(1− t)u0 + (a3 − a1)t + a1)dx.

Since

ε2
∫

B

|∇vε|pdx =
∫

B

f̂(vε)vεdx and ε2
∫

Ω\B
|∇wε|pdx =

∫

Ω\B
f̂(wε)wεdx

we get

(25)
Jε(hε(t)) = tp(1−t)p

p

[∫

B

f̂(vε)vεdx +
∫

Ω\B
f̂(wε)wεdx

]

−
∫

Ω

F̂ (t(1− t)u0 + (a3 − a1)t + a1)dx.

Since vε → a3 as ε → 0 uniformly on every compact subset of B and wε → a1

as ε → 0 uniformly on every compact subset of Ω\B, so

lim
ε→0

∫

B

f̂(vε)vεdx = 0 and lim
ε→0

∫

Ω\B
f̂(wε)wεdx = 0.

If we take the limit on both sides of (25), it follows from the dominated conver-

gence theorem and the above facts that

limε→0 Jε(hε(t)) = limε→0

[
−

∫

Ω

F̂ (t(1− t)u0(x, ε) + (a3 − a1)t + a1)dx

]

= −F̂ (α(1− α)a3 + (a3 − a1)α + a1)|B|

−F̂ (α(1− α)a1 + (a3 − a1)α + a1)|Ω\B|,

where |A| is the Lebesgue measure of A ⊂ RN . It follows from Lemma 3.1that

(26) −F̂ (α(1− α)a3 + (a3 − a1)α + a1) ≤ 0

and

(27) −F̂ (α(1− α)a1 + (a3 − a1)α + a1) ≤ 0.
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In fact we have the strict inequalities below

−F̂ (α(1−α)a3 +(a3−a1)α+a1) < 0 or− F̂ (α(1−α)a1 +(a3−a1)α+a1) < 0.

Indeed, since

η1 < α(1− α)a3 + (a3 − a1)α + a1 < β1,

η1 < α(1− α)a1 + (a3 − a1)α + a1 < β1

and F̂ is zero only at η1, 0 and β1, we conclude that if (26) and (27) are zero,

then

α(1− α)a3 + (a3 − a1)α + a1 = 0 = α(1− α)a1 + (a3 − a1)α + a1,

i.e., α(1−α)a3 = α(1−α)a1. Since a3 6= a1, then α(1−α) = 0, i.e., either α = 0

or α = 1. Hence either F̂ (a1) = 0 or F̂ (a3) = 0. Then either a1 = 0 or a3 = 0,

which is impossible. Hence, limε→0 Jε(hε(t)) < 0, which is in contradiction with

(24). So we get finally that γε < 0. ¤

Corollary 3.1 Let f be satisfying (f1), (f2) and (f3) for l = 1 and let uε the

nonconstant solution of (1) such that Jε(uε) = γε. Then

lim
ε→0

supJε(uε) < 0.

Proof: From the proof of Theorem 3.2 there exists a number ε1 positive such

that Jε(hε1(t)) < 0 for all t ∈ [0, 1], where

hε1(t) = t(1− t)u0(ε1) + (a3 − a1)t + a1.
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Hence, for all 0 < ε < ε1, Jε(hε1(t)) ≤ Jε1(hε1(t)) < 0 for every t ∈ [0, 1].

It follows from the intermediate value theorem that there exists tε ∈ [0, 1] such

that hε1(tε) = uε(x), since, hε1(0) = a1, hε1(1) = a3 and a1 ≤ uε(x) ≤ a3. So

Jε(hε1(tε)) = Jε(uε(x)), for some tε ∈ [0, 1], and so the assertion is true. ¤

Proof of Theorem 3.1: The proof follows directly from the Theorem 3.2 e

Lemma 3.2. ¤

Proof of Theorem 1.1: For each l = 1, 2, .... we consider the function

f̃ : [a2l−1− a2l, a2l+1− a2l] → R of class C1 defined by f̃(t) := f(t + a2l). Then

from Theorem 3.1, the problem

(28)





−ε24pv = f̃(v), x ∈ Ω

∂v
∂ν = 0, x ∈ ∂Ω

has a nonconstant solution vl(x) such that a2l−1 − a2l < vl(x) < a2l+1 − a2l,

where v = u − a2l. So, ul = vl + a2l is a nonconstant solution for the problem

(1) with a2l−1 < ul < a2l+1.

Hence, there exists at least l nonconstants solutions for the problem (1)

satisfy a1 < u1(x) < a3 < u2(x) < a5 < ... < a2l−1 < ul(x) < a2l+1. ¤

4 Asymptotic Behavior of the Solutions of the

Neumann Problem

We prove Theorem 1.2 which shows the limiting behavior of the nonconstant

solutions of (1).
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Proof of Theorem 1.2: Let 0 < δ < a3. We shall prove by contradiction. Sup-

pose that limε→0 w∗(ε, δ) 6= 0. Then, there is a convergent sequence {w∗(εk, δ)}

so that limk→∞ w∗(εk, δ) = αδ > 0. This means that, for each εk > 0, there is

xk = x(εk, δ) ∈ Ω+(εk, δ) so that the ball B(xk, αδ), centered at the point xk

with the radius αδ, is contained in Ω+(εk, δ).

Notice that uε(x) is an upper solution of the Dirichlet problem

(29)





−ε2k4pu = f(u), in B(xk, αδ)

u = 0, on ∂B(xk, αδ).

Claim: There are εk0 and β > 0 so that βϕ1 is a lower solution for the problem

(29) for all 0 < εk ≤ εk0 , where ϕ1 is an eigenfunction corresponding to the first

eigenvalue λ1 of −4p in Ω subject to Dirichlet boundary condition. In fact, this

follow similarly as in the step 2 in proof of the Proposition 2.1.

Also, from Theorem 2.1 we know that the problem (29) has a minimal so-

lution u∗ with βϕ1 ≤ u∗ ≤ uε and so that u∗ → a3 on every compact subset of

B(xk, αδ) as εk → 0. This leads to a contradiction for δ < a3. ¤

Remark 4.1 If we choose an open ball B = B(x,w∗(ε, δ)) centered at some

point x = x(ε, δ) whose radius w∗(ε, δ) is the maximum of the radii of balls in

Ω−(ε, δ) = {x ∈ Ω : a1 < −δ < u(x, ε) < 0}

we can prove, by a similar method, that limε→0 w∗(ε, δ) = 0.

Remark 4.2 By a translation we can remark that Theorem 1.2 and remark 4.1

give us the asymptotic behavior of any solution ul(x) obtained in the Theorem

1.1.
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4.1 Examples

Example 4.1 Let f : R→ R defined by

f(u) :=
|u|p−2u(p− p|u|p)

(1 + |u|p) .

Hence, f satisfies the conditions (f1), (f2), (f3), for l = 1, where a1 = −1,

a2 = 0 and a3 = 1.

So by Theorem 3.1 there is an ε0 > 0 so that the Neumann problem




−ε24pu = |u|p−2u(p−p|u|p)
(1+|u|p) , in Ω

∂u
∂ν = 0, on ∂Ω,

has a nonconstant solution a1 ≤ uε ≤ a3 for all 0 < ε < ε0 and p ≥ 2.

Example 4.2 Let f : R → R defined by f(u) = u(a − u2), where a ∈ R+.

Hence, f satisfies the conditions (f1), (f2), (f3), for l = 1, where a1 = −√a,

a2 = 0 and a3 =
√

a.

Since, by Theorem 1.1 there is ε0 > 0 so that the Neumann problem




−ε24u = u(a− u2), in Ω

∂u
∂ν = 0, on ∂Ω,

has at least l nonconstant solutions satisfy

a1 ≤ u1(x) ≤ a3 ≤ u2(x) ≤ a5 < ... < ul(x) < a2l+1

for all 0 < ε < ε0.

Example 4.3 Let f : [−π, (2l − 1)π] → R defined by f(u) = sen(u). Hence, f

satisfies the conditions (f1), (f2), (f3), for p = 2, l = 1, 2, 3, ... where

a1 = −π < a2 = 0 < a3 = π < ... < a2l = (2l − 2)π < a2l+1 = (2l − 1)π.
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Hence, from Theorem 1.1 there is ε0 > 0 so that the Neumann problem




−ε24u = sen(u), in Ω

∂u
∂ν = 0, on ∂Ω,

has at least l nonconstant solutions satisfy

a1 ≤ u1(x) ≤ a3 ≤ u2(x) ≤ a5 < ... < ul(x) < a2l+1

for all 0 < ε < ε0.
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