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ABSTRACT

It is 
onsidered in this paper the modeling and fore
asting, through feedforward neural

networks, of a time series previously studied in the literature (Bruba
her, 1974; Martin, 1980;

Stahlbut, 1985; Allende, 1989) 
alled RESEX series, whi
h presents seasonality and outliers.

Some elements of the network ar
hite
ture su
h as the input variables de�nition are suggested

by a previous time series analysis and other elements su
h as the number of intermediate

layers and 
orresponding knots are de�ned through numeri
al methods. Not only traditional

ba
kpropagation based algorithms are used but also a robust learning algorithm is 
onsidered

in order to deal more properly with the outliers. All models and methods (traditional and

NN based) are then 
ompared 
onsidering di�erent predi
tive performan
e measures and the

results are dis
ussed.
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1 Introdu
tion

It is 
onsidered in this paper the modeling and fore
asting, through feedforward neural

networks, of a time series previously studied in the literature, 
alled RESEX series, whi
h

presents seasonality and outliers. This series measures the monthly internal 
one
tions of

residential telephone extensions in a 
ertain area of Canada. It has been 
onsidered as a

referen
e for evaluating robust estimation methods in time series analysis be
ause of its very

prominent additive outliers.

Some authors have analysed these data 
onsidering di�erent robust methods for dealing

with the outliers, among others, pre-�ltering the extreme data before using more standard

methods (Bruba
her, 1974; Martin, 1980; Stahlbut, 1985; Allende, 1989). Su
h previous

analysis of the RESEX data in
lude the identi�
ation of a stationary se
ond order auto-

regressive AR(2) model for the series after its seasonal di�eren
ing (Bruba
her,1974). The

results of the RESEX data analysis using the seasonal AR(2) model and di�erent outlier


orre
tion or robust methods, are presented in Allende (1989).

We propose in this paper, an alternative approa
h for modeling and fore
asting the RE-

SEX data, dealing with the outliers in a di�erent way, through feedforward neural networks,

whi
h present some interesting 
ara
teristi
s or advantages.

First, the 
onsidered NN arquite
ture (with 3 lagged variables as inputs and one inter-

mediate layer) is su
h that it 
an be interpreted as a non-linear extension of the previous

seasonal AR(2) model. That is, the feedforward NN 
onsidered 
an be seen as a way to

represent and implement a seasonal NAR (Non-linear Auto-Regressive) model to the se-

ries, generalizing the previously proposed models. Sin
e the neural network 
an be seen as

an 'universal fun
tion aproximator', a

ording to the Kolmogorov-Nielsen theorem (Bishop,

1995), it express and approximate the unknow non-linear fun
tion asso
iated to the NAR

model.

Se
ond, the neural networks, and parti
ularly the ones 
onsidered in this paper, are more

resistent to outliers in the data than traditional or standard time series methods, even if the

network is estimated or trained through standard pro
edures su
h as usual ba
kpropagation

algorithms based on gradient methods.

This is shown in this paper and is related with the fa
t that the network is a two-stage

model with many parameters and great �exibility, restri
ting the outliers in�uen
e to a lo
al

efe
t. In fa
t, the network parameters or weights are estimated here 
onsidering two di�erent

algorithms , not only the standard ba
kpropagation (Haykin, 1999) but also an alternative

learning algorithm, even more robust, based on iterative robust �ltering (Connor, 1993).

The paper main obje
tives are to propose alternative methods based on neural networks

for the analysis of time series with outliers su
h as the RESEX data and to 
ompare the
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proposed models and 
orresponding estimation methods with some previous analysis based

on traditional time series methods presented in the literature for the mentioned data.

The organization of the paper is as follows. In se
tion 2 we present the RESEX series and

its preliminary analysis based on previous literature and our re-analysis. The feedforward

neural networks are introdu
ed in se
tion 3, with the two learning algorithms 
onsidered and

the pra
ti
al implementation with the time series data. The 
omparative results from both

methods (traditional and NN based) are presented and dis
ussed in se
tion 4, followed by

the bibliographi
 referen
es in se
tion 5.

2 The RESEX Series and Its Preliminary Analysis

2.1 Data des
ription and initial preparation

The RESEX series measures the monthly internal 
one
tions of residential telephone

extensions in a 
ertain area of Canada, from January 1966 to May 1973, with a total of 89

observations. The more prominent 
ara
teristi
s of this time series are its yearly seasonality

and the presen
e of a 
ouple of outliers ( extremely large values) near the end of the series. In

fa
t, as we 
an see from the time series plot presented in Fig. 1 below, the outliers 
orrespond

Figure 1: RESEX series
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to the months of November and De
ember 1972. The reason for that was a spe
ial promotion

(low pri
es) o�ered by the telephone 
ompany at that months.

The seasonality, with period of one year or 12 months is very 
lear from the �gure above,

and 
ould be easily veri�ed using other exploratory tools (su
h as a periodogram) although

it is not ne
essary.

Another 
ara
teristi
 possibly suggested by the graphi
, although not so 
lear as the

other 2 elements just dis
ussed, would be an eventual small trend 
omponent. However, we

have tested the hypothesis of stationarity versus the presen
e of unit root or trend, using

the Di
key & Fuller (1979, 1981) test after a seasonal di�eren
ing, and it was not dete
ted

eviden
e (at a 5% level of signi�
an
e) of the presen
e of a trend 
omponent. Therefore,

after the seasonal di�eren
ing, the series 
an be 
onsidered as stationary (for details, see

Joekes, S.,2002), what is 
onsistent with some previous work, as for instan
e, Bruba
her,

1974, and others.

In order to identify a stationary model for the data, a preliminary �ltering and inter-

polation of the extreme data points is re
ommendable in order to avoid a possible model

mispe
i�
ation.

In this way, the series extreme values were 
orre
ted using the Kalman �lter (Joekes,

S.,2002), resulting in an outliers free version of RESEX, presented below in Fig. 2.

Figure 2: RESEX series using Kalman �lter
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As we 
an see from the pi
ture above, the seasonal pattern shown is not stable or station-

ary, suggesting the appli
ation of a seasonal di�eren
ing. After this data initial preparation

(outlier 
orre
tion and seasonal di�eren
ing), we 
an now look for a stationary time series

model for the 
orre
ted RESEX.

2.2 Basi
 Model Identi�
ation

A standard auto-
orrelation analysis of the (free of outliers) seasonaly di�eren
ed RE-

SEX series through simple and partial 
orrelogram graphi
s suggest an AR(2) model (auto-

regressive of order 2) for the data. Or, using the Box-Jenkins notation for seasonal ARIMA

models, we have identi�ed an ARIMA(2,0,0)(0,1,0)12 model for the series, whi
h is in a

or-

dan
e with the literature (Bruba
her,1974 and others).

The parameter estimates (ML) and 
orresponding standard errors, are in a

ordan
e

with previous results from the mentioned literature, and also, the obtained residuals 
an

be 
onsidered satisfa
tory (residual auto-
orrelations non signi�
ative, et
.), 
on�rming the

identi�ed model.

The standard seasonal AR(2) model is 
onsidered here as a referen
e, in order to assess

the predi
tive performan
e of the proposed NN methods. In this way, the referen
e model is

�tted to the �rst 7 years of data (84 observations), leaving the last 5 months for predi
tive

purposes . The predi
tive results (one step ahead and multi step ahead) will be measured

through the RSE (Residual Standard Error) and MAPE (Mean Absolute Per
entage Error)

and presented at se
tion 4, jointly with the NN results.

3 Feedforward Neural Networks for Time Series Data

3.1 Basi
 elements

In its simplest form, a feedforward NN relates a response or output variable to n predi
tors

or input variables through a non-linear relationship represented as a two level 
omposition

of generalized linear relations-GLR's. (A GLR is a non-linear transformation applied to a

linear 
ombination of its inputs). That is, the output is a GLR of intermmediate variables,

where ea
h one is a GLR of the input variables (Haykin, S., 1999).

In a time series 
ontext, it is 
ommon to relate a given series to its past (lags) through

a linear auto-regressive pro
ess, whi
h 
an be extended to a non-linear form (NAR model),

with an implementation via FNN, as represented in Fig. 3 below,
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Figure 3: Feedforward network for NAR(p) modeling

The network arquite
ture spe
i�
ation involves the de�nition of the input variables (the

number p of lags: the NAR order), the number of GLR's or nodes in the intermmediate

layer, and the non-linear transformations in the intermmediate layer (
alled link or a
tivation

fun
tion, usually taken as a sigmoidal fun
tion ), sin
e the a
tivation for the output is usually

identity for time series data. On
e fully de�ned the network arquite
ture, the obje
tive is to

estimate the weights based on data.

3.2 Learning Algorithms

The more 
ommon iterative learning methods for estimating the NN parameters or

weights, are known as ba
kpropagation algorithms (Bishop, C., 1995; Haykin, S., 1999)

and are based on gradient methods, mainly stepest des
ent or 
onjugate gradient.

Among these, we 
onsider the ba
kpropagation algorithm based on 
onjugate gradient

as our basi
 method for NN implementation. This is be
ause it has known advantages in

relation to its simpler version (Haykin, S., 1999), at the only extra 
omputational 
ost of


al
ulating Hessian matri
es.

One important pra
ti
al aspe
t of implementation of these algorithms is the adequate
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learning stopping in order to avoid overtraining, and the 
alled 'early stopping' 
riteria is


onsidered, that is, to stop when the validation error, monitored on line, rea
hes its minimum.

3.3 Network Arquite
ture and Implementation

One of the �rst elements to be spe
i�ed in the network are the input variables, and using

the information that a referen
e for the data is a seasonal AR(2) model, these variables

are de�ned as lagged versions (lags 1, 2 and 12 ) of the output. ???? of the series.

A se
ond element is the spe
i�
ation of the number of intermmediate layers (one or two)

and 
orresponding nodes (between 1 and 4, sin
e the expe
ted optimal value would be 2).

A total of 8 or 9 possible 
ases or 
ombinations of these values are 
onsidered in order

to 
hoose the one with better performan
e for �tting and predi
ting. All the 
ases were

implemented, using the software SPSS (Statisti
al Pa
kage for the So
ial S
ien
e) and its

module for NN. Also, the sample data was divided in 3 parts: the trainning sample (�rst

72 observations), the validation sample (next 12 observations) and the test or predi
tion

sample (last 5 observations or months). The �tting and predi
tion (test set) results for ea
h

plausible arquite
ture are presented in terms of error measures su
h as the RSE and MAPE,

as shown in the Tab.1 below,
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From the table above it 
an be veri�ed that the network with just one intermmediate

(hidden) layer and 2 nodes or neurones in this layer is the one with better predi
tive measures

and one of the best �tting measures; therefore, this is the 
hosen arquite
ture for the RESEX

data. The results are very 
onsistent in many ways, as for instan
e, the number of nodes in

the hidden layer is expe
ted to be between 3 (inputs) and 1 (output). This arquite
ture is

shown in Fig.4 below,

Figure 4: Ar
hite
ture of the neural network for the RESEX series

4 Comparative Results and Dis
ussion

We present here a 
omparative table with the predi
tive results obtained from the ap-

pli
ation of the 3 
onsidered methods for the modeling of the RESEX data: the (linear)

seasonal AR(2) model with outlier 
orre
tion, the FNN with standard learning (without

outlier 
orre
tion) and the FNN with robust learning. The �rst method is not 
onsidered

without outlier 
orre
tion be
ause its �tting and predi
tive performan
e are too poor to be


ompared.

The models were �tted 
onsidering the �rst 7 years or 84 observations, and they were

used to predi
t the last 5 months (multi step ahead). For one-step-ahead predi
tion, at

ea
h point after the �rst predi
tion, a new data point is added to the learning sample. The

predi
tive performan
e measures 
onsidered were the RSE and the MAPE, as shown in Tab.

2 below,
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