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#### Abstract

The interest here is the between- and within-group comparison of genomic sequences. All possible pairwise comparisons within and across groups are performed. Thus, unlike in analyses relying on measures of diversity (such as the Gini-Simpson index), sequences are considered on an individual basis. We develop a categorical analysis-of-variance framework for Hamming distances. This metric measures the proportion of positions at which two aligned sequences differ. We assume that the sequences are distantly related, but do not require that positions along the genome be independent. The total sum of squares is decomposed into within-, between- and across-group expressions. The latter term does not appear in the classical set-up. The theory of generalized U-statistics is utilized to find the asymptotic distribution of each sum of squares. Test statistics to assess homogeneity among groups are constructed.


## 1. Introduction

The focus of this paper lies in the comparison of genomic sequences, be they either DNA or protein sequences. These sequences are grouped in some way and the heterogeneity in these groups is quantified. The objective is to assess whether the variability is constant across groups. For instance, for sequences from the human immunodeficiency virus (HIV), a number of papers have investigated whether heterogeneity in the envelope gene is the same for all clades (see Seillier-Moiseiwitsch et al. (1994) for a review).

[^0]Weir (1990) described an analysis of variance for the genetic variation in populations, as measured by the observed heterozygosity. The variance of the average heterozygosity is broken down to show the contribution of populations, loci and individuals by setting out the calculations as in an analysis of variance. Our situation is somewhat different because we would like to consider genomic regions rather than a small number of loci. This is why we selected the Hamming distance as our metric. The Hamming distance is the proportion of positions at which two aligned sequences differ. The sequences are regarded as independent but no assumption is imposed on the correlation between positions.

We develop an analysis-of-variance framework based on Hamming distances. The sequences are considered on an individual basis in the sense that they are compared to each other: all possible pairwise comparisons within and across groups are performed. We estimate the variability between, within and across groups (Section 2). In the within-group sum of squares, we are estimating the variability among sequences within a group around the average distance within this group. In the across-group sum of squares, we are estimating the variability of sequences across two groups with respect to the average distance between those groups. In the between-group sum of squares, we estimate the variability in the group average distances around the overall average. U-statistics are utilized to represent the average distance between and within groups as well as the overall distance (Sections 3, 4 and 5 ). The total sum of squares is decomposed into within-, between- and across-group sums of squares. The latter term does not appear in the classical set-up. The theory for generalized U-statistics (Puri \& Sen, 1971; Lee, 1990; Sen \& Singer, 1993) is used to find the asymptotic distributions of these sums of squares. In Section 6, test statistics are developed to assess homogeneity among groups. The power of the tests is discussed in Section 7. A data analysis is described briefly in Section 8. The paper closes with a discussion in Section 9.

## 2. The Total Sum of Squares and its Decomposition

Let $X_{i k}^{g}$ be the label (i.e., an amino acid for protein sequences or a nucleotide $x_{i k}^{g} \in\{\mathbf{A}, \mathbf{C}, \mathbf{T}, \mathbf{G}\}$ for DNA sequences) present at position $k(k=1, \ldots, K)$ of sequence $i\left(i=1, \ldots, N_{g}\right)$ in group $g$ $(g=1, \ldots, G)$. Then $\mathbf{X}_{i}^{g}=\left(X_{i 1}^{g}, X_{i 2}^{g}, \ldots, X_{i K}^{g}\right)^{\prime}$ is the random vector representing sequence $i$ of group $g$. Consider $\mathbf{X}_{i}^{g}$ and $\mathbf{X}_{j}^{g^{\prime}}$.

## Definition

The Hamming Distance $D_{i j}^{\left(g, g^{\prime}\right)}$ between sequences $i$ of group $g$ and $j$ of group $g^{\prime}$ is

$$
\begin{aligned}
D_{i j}^{\left(g, g^{\prime}\right)} & =\frac{1}{K} \sum_{k=1}^{K} I\left(X_{i k}^{g} \neq X_{j k}^{g^{\prime}}\right) \\
& =\frac{1}{K} \times \text { number of positions at which } \mathbf{X}_{i}^{g} \text { and } \mathbf{X}_{j}^{g^{\prime}} \text { differ }
\end{aligned}
$$

where $I$ is the indicator function (i.e., $I(A)=1$ when $A$ is true, and 0 otherwise), and when $g=g^{\prime}$,

$$
D_{i j}^{g}=\frac{1}{K} \sum_{k=1}^{K} I\left(X_{i k}^{g} \neq X_{j k}^{g}\right) .
$$

Let $\theta_{k}^{g}=P\left\{X_{i k}^{g} \neq X_{j k}^{g}\right\}$ and $\bar{\theta}^{g}=\frac{1}{K} \sum_{k=1}^{K} \theta_{k}^{g}$. Then,

$$
E\left[D_{i j}^{g}\right]=\frac{1}{K} \sum_{k=1}^{K} E\left[I\left(X_{i k}^{g} \neq X_{j k}^{g}\right)\right]=\frac{1}{K} \sum_{k=1}^{K} \theta_{k}^{g}=\bar{\theta}_{\cdot}^{g} .
$$

Define the average distance within a group as

$$
\bar{D}^{g}=\binom{N_{g}}{2}^{-1} \sum_{1 \leq i<j \leq N} D_{i j}^{g}=\binom{N_{g}}{2}^{-1} \frac{1}{K} \sum_{1 \leq i<j \leq N} \sum_{k=1}^{K} I\left(X_{i k}^{g} \neq X_{j k}^{g}\right)
$$

which is a U-statistic of degree 2 (Lee, 1990). The average distance between groups $g$ and $g^{\prime}$ is

$$
\bar{D}^{\left(g, g^{\prime}\right)}=\frac{1}{N_{g} N_{g^{\prime}}} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}} D_{i j}^{\left(g, g^{\prime}\right)}=\frac{1}{N_{g} N_{g^{\prime}} K} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}} \sum_{k=1}^{K} I\left(X_{i k}^{g} \neq X_{j k}^{g^{\prime}}\right)
$$

which is a two-sample U-statistics of degree (1,1) (Hoeffding, 1948; Puri \& Sen, 1971; Lee, 1990). The overall distance is

$$
\begin{aligned}
\bar{D} . & =\left[\sum_{g=1}^{G}\binom{N_{g}}{2}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g} N_{g^{\prime}}\right]^{-1}\left(\sum_{g=1}^{G} \sum_{1 \leq i<j \leq N_{g}} D_{i j}^{g}+\sum_{1 \leq g<g^{\prime} \leq G} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}} D_{i j}^{\left(g, g^{\prime}\right)}\right) \\
& =\binom{\sum_{g=1}^{G} N_{g}}{2}^{-1}\left(\sum_{g=1}^{G}\binom{N_{g}}{2} \bar{D}^{g}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g} N_{g^{\prime}} \bar{D}^{\left(g, g^{\prime}\right)}\right)
\end{aligned}
$$

which is a linear combination of U-statistics.
The Total Sum of Squares can be decomposed as

$$
\begin{align*}
T S S & =\sum_{g=1}^{G} \sum_{1 \leq i<j \leq N_{g}}\left(D_{i j}^{g}-\bar{D} .\right)^{2}+\sum_{1 \leq g<g^{\prime} \leq G} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-\bar{D} .\right)^{2}  \tag{2.1}\\
& =\sum_{g=1}^{G} \sum_{1 \leq i<j \leq N_{g}}\left(D_{i j}^{g}-\bar{D}_{\cdot}^{g}\right)^{2}+\sum_{g=1}^{G} \sum_{1 \leq i<j \leq N_{g}}\left(\bar{D}_{\cdot}^{g}-\bar{D} .\right)^{2} \\
& +\sum_{1 \leq g<g^{\prime} \leq G} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-\bar{D}^{\left(g, g^{\prime}\right)}\right)^{2}+\sum_{1 \leq g<g^{\prime} \leq G} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{D} .\right)^{2}  \tag{2.2}\\
& =W S S+B S S+A W S S+A B S S
\end{align*}
$$

where $W S S, B S S, A W S S$ and $A B S S$ stand, respectively, for the within-, between-, across/within- and across/between-group sum of squares.

## 3. Connections Between Sums of Squares and U-statistics

There are $G$ groups with $N_{g}$ sequences each. Yet, we can disregard the group clustering and think of the sequences as a random sample of size $\sum_{g=1}^{G} N_{g}=M$. Then

$$
\begin{align*}
T S S & =\sum_{1 \leq i<j \leq M}\left(D_{i j}-\bar{D} \cdot\right)^{2} \\
& =\left(\frac{M(M-1)}{2}-1\right)\left(\frac{M(M-1)}{2}\right)^{-1} \frac{1}{2} \sum_{\substack{i<j, i^{\prime}<j^{\prime} \\
i \leq i^{\prime} \text { or } j \leq j^{\prime}}}\left(D_{i j}-D_{i^{\prime} j^{\prime}}\right)^{2} \tag{3.1}
\end{align*}
$$

$$
\begin{align*}
W S S & =\sum_{g=1}^{G} \sum_{1 \leq i<j \leq N_{g}}\left(D_{i j}^{g}-\bar{D}_{\cdot}^{g}\right)^{2} \\
& =\sum_{g=1}^{G}\left(\frac{N_{g}\left(N_{g}-1\right)}{2}-1\right)\left(\frac{N_{g}\left(N_{g}-1\right)}{2}\right)^{-1} \frac{1}{2} \sum_{\substack{i<j, i^{\prime}<j^{\prime} \\
i \leq i^{\prime} \text { or } j \leq j^{\prime}}}\left(D_{i j}^{g}-D_{i^{\prime} j^{\prime}}^{g}\right)^{2} \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
A W S S & =\sum_{1 \leq g<g^{\prime} \leq G} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-\bar{D}^{\left(g, g^{\prime}\right)}\right)^{2} \\
& =\sum_{1 \leq g<g^{\prime} \leq G}\left(N_{g} N_{g^{\prime}}-1\right)\binom{N_{g} N_{g^{\prime}}}{2}^{-1} \frac{1}{2} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}} \sum_{i^{\prime}=1}^{N_{g}} \sum_{\substack{j_{i \leq i^{\prime}=1}{ }_{j}{ }_{j \leq j^{\prime}}}}^{N_{g^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-D_{i^{\prime} j^{\prime}}^{\left(g, g^{\prime}\right)}\right)^{2} \tag{3.3}
\end{align*}
$$

These sums of squares can also be expressed as linear combinations of U-statistics (Pinheiro, 1997). For instance, WSS is a linear combination of one-sample U-statistics of degrees 3 and 4, and AWSS two-sample U-statistics of degrees $(2,2)$ and $(2,1)$.

## 4. Asymptotic Distributions and Decompositions of U-statistics

Let $F$ denote the distribution function of $X_{i}$ and $U^{m}$ be a U-statistic of degree $m$, computed from a sample of size $n$, with kernel $\phi\left(X_{1}, \ldots, X_{m}\right)$ and $E\left(U^{m}\right)=\theta(F)=\theta$.

$$
\begin{equation*}
U^{m} \equiv U\left(X_{1}, \ldots, X_{n}\right)=\binom{n}{m}^{-1} \sum_{1 \leq i_{1}<\cdots<i_{m} \leq n} \phi\left(X_{i_{1}}, \ldots, X_{i_{m}}\right), \quad n \geq m \tag{4.1}
\end{equation*}
$$

where $\theta(F)=E_{F}\left\{\phi\left(X_{1}, \ldots, X_{m}\right)\right\}=\int \ldots \int \phi\left(x_{1}, \ldots, x_{m}\right) d F\left(x_{1}\right) \ldots d F\left(x_{m}\right)$
Let

$$
\begin{gather*}
\Psi_{c}\left(x_{1}, \ldots, x_{c}\right) \equiv \mathrm{E}\left\{\phi\left(x_{1}, \ldots, x_{c}, X_{c+1}, \ldots, X_{m}\right)\right\}  \tag{4.2}\\
\psi_{c}\left(x_{1}, \ldots, x_{c}\right) \equiv \mathrm{E}\left\{\phi\left(x_{1}, \ldots, x_{c}, X_{c+1}, \ldots, X_{m}\right)-\theta\right\}  \tag{4.3}\\
\xi_{c} \equiv \mathrm{E}\left\{\Psi_{c}^{2}\left(X_{1}, \ldots, X_{c}\right)\right\}-\theta^{2} \quad \text { and } \quad \xi_{0} \equiv 0 . \tag{4.4}
\end{gather*}
$$

The function $\Psi_{c}$ has the following properties (Lee, 1990, p. 11):
(i) $\Psi_{c}\left(x_{1}, \ldots, x_{c}\right)=\mathrm{E}\left\{\Psi_{d}\left(x_{1}, \ldots, x_{c}, X_{c+1}, \ldots, X_{d}\right)\right\}$ for $1 \leq c<d \leq m$,
(ii) $\mathrm{E}\left\{\Psi_{c}\left(x_{1}, \ldots, x_{c}\right)\right\}=\mathrm{E}\left\{\phi\left(X_{1}, \ldots, X_{m}\right)\right\}$.

Now

$$
\operatorname{Var}\left(U^{m}\right)=\binom{n}{m}^{-2} \sum_{c=0}^{m} \sum^{(c)} \operatorname{Cov}\left\{\phi\left(X_{i_{1}}, \ldots, X_{i_{m}}\right) \phi\left(X_{j_{1}}, \ldots, X_{j_{m}}\right)\right\}
$$

where $\sum^{(c)}$ stands for summation over all subscripts such that

$$
1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq n, \quad 1 \leq j_{1}<j_{2}<\cdots<j_{m} \leq n
$$

and exactly $c$ equations $i_{k}=j_{h}$ are satisfied. By (4.4), each term in $\sum^{(c)}$ is equal to $\xi_{c}$. The number of terms in $\sum^{(c)}$ is

$$
\begin{equation*}
\frac{n(n-1) \cdots(n-2 m+c+1)}{c!(m-c)!(m-c)!}=\binom{m}{c}\binom{n-m}{m-c}\binom{n}{m} \tag{4.5}
\end{equation*}
$$

Since $\xi_{0}=0$,

$$
\begin{equation*}
\operatorname{Var}\left(U^{m}\right)=\binom{n}{m}^{-1} \sum_{c=1}^{m}\binom{m}{c}\binom{n-m}{m-c} \xi_{c} \tag{4.6}
\end{equation*}
$$

The inequality $0 \leq \xi_{c} \leq \frac{c}{d} \xi_{d}$ with $1 \leq c<d \leq m$ (Hoeffding, 1948) leads to

$$
\frac{m^{2}}{n} \xi_{1} \leq \operatorname{Var}\left(U^{m}\right) \leq \frac{m}{n} \xi_{m}
$$

From (4.6) and (4.5), $n \operatorname{Var}\left(U^{m}\right)$ is a decreasing function of $n$ which tends to its lower bound $m^{2} \xi_{1}$ as $n$ increases, i.e.,

$$
\begin{equation*}
\operatorname{Var}\left(U^{m}\right)=\frac{m^{2}}{n} \xi_{1}+O\left(n^{-2}\right) \tag{4.7}
\end{equation*}
$$

Therefore, if $E\left(\phi^{2}\right)<\infty$ and $\xi_{1}>0$,

$$
\begin{equation*}
n^{1 / 2}\left(U^{m}-\theta\right) \xrightarrow{\mathrm{d}} \mathrm{~N}\left(0, m^{2} \xi_{1}\right) \tag{4.8}
\end{equation*}
$$

(Hoeffding, 1948).

## Definition 1

$F_{n}(x)$ is the empirical distribution function (d.f.)

$$
F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \epsilon\left(x-X_{i}\right) \quad x \in \mathbb{R}^{p}, \quad n \geq 1
$$

with $\epsilon(u)$ being 1 if all $p$ coordinates of $u$ are nonnegative and 0 otherwise.
We may rewrite (4.1) as

$$
U^{m}=n^{-[m]} \sum_{1 \leq i_{1} \neq \cdots \neq i_{m} \leq n} \int_{\mathbb{R}^{p m}} \cdots \int \phi\left(x_{1}, \ldots, x_{m}\right) \prod_{j=1}^{m} d\left(\epsilon\left(x_{j}-X_{i_{j}}\right)\right),
$$

where $n^{-[m]}=\left(n^{[m]}\right)^{-1}=\{n \ldots(n-m+1)\}^{-1}$.
Writing $d\left(\epsilon\left(x_{j}-X_{i_{j}}\right)\right)=d F\left(x_{j}\right)+d\left[\epsilon\left(x_{j}-X_{i_{j}}\right)-F\left(x_{j}\right)\right], 1 \leq j \leq m$, we obtain

$$
\begin{equation*}
U^{m}=\theta(F)+\sum_{h=1}^{m}\binom{m}{h} U_{h}^{m} \quad n \geq m \tag{4.9}
\end{equation*}
$$

where $U_{h}^{m}=n^{-[h]} \sum_{1 \leq i_{1} \neq \cdots \neq i_{h} \leq n} \int_{\mathbb{R}^{p h}} \cdots \int \Psi_{h}\left(x_{1}, \ldots, x_{h}\right) \prod_{j=1}^{h} d\left[\epsilon\left(x_{j}-X_{i_{j}}\right)-F\left(x_{j}\right)\right]$ for $1 \leq h \leq m$. Further, if we write

$$
\begin{align*}
\Psi_{h}^{\circ}\left(x_{1}, \ldots, x_{h}\right)= & \Psi_{h}\left(x_{1}, \ldots, x_{h}\right)-\sum_{j=1}^{h} \Psi_{h-1}\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{h}\right) \\
& +\cdots+(-1)^{h} \theta(F), \quad \forall\left(x_{1}, \ldots, x_{h}\right) \in \mathbb{R}^{p h} \tag{4.10}
\end{align*}
$$

for $1 \leq h \leq m$, we obtain

$$
\begin{equation*}
U_{h}^{m}=\binom{n}{h}^{-1} \sum_{1 \leq i_{1}<\cdots<i_{h} \leq n} \Psi_{h}^{\circ}\left(X_{i_{1}}, \ldots, X_{i_{h}}\right), \quad 1 \leq h \leq m \tag{4.11}
\end{equation*}
$$

and the $U_{h}^{m}$ are themselves U-statistics. Note that for $h=2$, we have

$$
\begin{aligned}
\mathrm{E}\left(U_{2}^{m}\right) & =\mathrm{E}\left(\Psi_{2}^{\circ}\left(X_{1}, X_{2}\right)\right)=\mathrm{E}\left(\Psi_{2}\left(X_{1}, X_{2}\right)\right)-\mathrm{E}\left(\Psi_{1}\left(X_{1}\right)\right) \\
& -\mathrm{E}\left(\Psi_{1}\left(X_{2}\right)\right)+\theta(F) \\
& =\theta(F)-\theta(F)-\theta(F)+\theta(F)=0
\end{aligned}
$$

Let

$$
\Psi_{h, h-1}^{\circ}\left(x_{1}, \ldots, x_{h-1}\right)=\mathrm{E}\left[\Psi_{h}^{\circ}\left(X_{1}, \ldots, X_{h-1}, X_{h}\right) \mid X_{1}, \ldots, X_{h-1}\right]
$$

Then

$$
\begin{aligned}
\Psi_{21}^{\circ}\left(X_{1}\right) & \equiv \mathrm{E}\left[\Psi_{2}^{\circ}\left(X_{1}, X_{2}\right) \mid X_{1}\right] \\
& =\mathrm{E}\left[\Psi_{2}\left(X_{1}, X_{2}\right) \mid X_{1}\right]-\mathrm{E}\left[\Psi_{1}\left(X_{1}\right) \mid X_{1}\right]-\mathrm{E}\left[\Psi_{1}\left(X_{2}\right) \mid X_{1}\right]+\theta(F) \\
& =\Psi_{1}\left(X_{1}\right)-\Psi_{1}\left(X_{1}\right)-\mathrm{E}\left(\Psi_{1}\left(X_{2}\right)\right)+\theta(F) \\
& =\theta(F)-\theta(F)=0
\end{aligned}
$$

$\xi_{1}^{\circ} \equiv \mathrm{E}\left[\Psi_{21}^{\circ}\left(X_{1}\right)\right]^{2}-\left(\mathrm{E}\left(U_{2}^{m}\right)\right)^{2}=0$ and by $(4.6)$,

$$
\begin{align*}
\operatorname{Var}\left(U_{2}^{m}\right) & =\frac{4(n-2)}{n(n-1)} \xi_{1}^{\circ}+\frac{2 \xi_{2}^{\circ}}{n(n-1)} \\
& =\frac{4}{n} \xi_{1}^{\circ}+O\left(n^{-2}\right)=O\left(n^{-2}\right) \tag{4.12}
\end{align*}
$$

Consequently, $U_{2}^{m}=O_{p}\left(n^{-1}\right)$.
From direct computation, $\mathrm{E}\left(U_{h}^{m}\right)=0, \forall 1 \leq h \leq m$ and

$$
\begin{equation*}
\operatorname{Var}\left(U_{h}^{m}\right)=\mathrm{E}\left[\left(U_{h}^{m}\right)^{2}\right]=O\left(n^{-h}\right), \quad h=1,2, \ldots, m ; \tag{4.13}
\end{equation*}
$$

and we can write

$$
\begin{equation*}
U^{m}=\theta(F)+\frac{m}{n} \sum_{i=1}^{n}\left[\Psi_{1}\left(X_{i}\right)-\theta(F)\right]+O_{p}\left(n^{-1}\right) \tag{4.14}
\end{equation*}
$$

Now we consider multiple-sample U-statistics.
Let $\left\{\mathbf{X}_{i}^{(j)} ; i \geq 1\right\}, j=1, \ldots, c(\geq 2)$ be independent sequences of independent random vectors, where $\mathbf{X}_{i}^{(j)}$ has a distribution function $F^{(j)}(\mathbf{x}), \mathbf{x} \in \mathbb{R}^{p}$, for $j=1, \ldots, c$. Let $\mathbf{F}=\left(F^{(1)}, \ldots, F^{(c)}\right)$ and $\phi\left(\mathbf{X}_{i}^{(j)}, 1 \leq i \leq m_{j}, 1 \leq j \leq c\right)$ be a Borel-measurable kernel of degree $\mathbf{m}=\left(m_{1}, \ldots, m_{c}\right)$, where without loss of generality we assume that $\phi$ is symmetric in the $m_{j}(\geq 1)$ arguments of the $j$ th set, for $j=1, \ldots, c$. Let $m_{0}=m_{1}+\cdots+m_{c}$ and

$$
\begin{equation*}
\theta(\mathbf{F})=\int_{\mathbb{R}^{m_{0}}} \cdots \int \phi\left(\mathbf{x}_{i}^{(j)}, 1 \leq i \leq m_{j}, 1 \leq j \leq c\right) \prod_{j=1}^{c} \prod_{i=1}^{m_{j}} d F^{(j)}\left(\mathbf{x}_{i}^{(j)}\right) \tag{4.15}
\end{equation*}
$$

## Definition 2

For a set of samples of sizes $\mathbf{n}=\left(n_{1}, n_{2}, \ldots, n_{c}\right)$ with $n_{j} \geq m_{j}, 1 \leq j \leq c, \mathbf{m}=\left(m_{1}, m_{2}, \ldots, m_{c}\right)$ the generalized $U$-statistic for $\theta(\mathbf{F})$ is

$$
\begin{equation*}
U^{(\mathbf{m})}=\prod_{j=1}^{c}\binom{n_{j}}{m_{j}}^{-1} \sum_{(\mathbf{n})}^{*} \phi\left(\mathbf{X}_{\alpha}^{(j)}, \alpha=i_{j 1}, \ldots, i_{j m_{j}}, 1 \leq j \leq c\right) \tag{4.16}
\end{equation*}
$$

where the summation $\sum_{(\mathbf{n})}^{*}$ extends over all $1 \leq i_{j 1}<\ldots<i_{j m_{j}} \leq n_{j}, 1 \leq j \leq c . U^{(\mathbf{m})}$ is an unbiased estimator of $\theta(\mathbf{F})$.

Now, for every $d_{j}: 0 \leq d_{j} \leq m_{j}, 1 \leq j \leq c$, let $\mathbf{d}=\left(d_{1}, \ldots, d_{c}\right)$ and

$$
\begin{equation*}
\Psi_{d_{1} \ldots d_{c}}\left(\mathbf{x}_{1}^{(j)}, \ldots, \mathbf{x}_{d_{j}}^{(j)}, 1 \leq j \leq c\right) \equiv \mathrm{E}\left(\phi\left(\mathbf{x}_{1}^{(j)}, \ldots, \mathbf{x}_{d_{j}}^{(j)}, \mathbf{X}_{d_{j}+1}^{(j)}, \ldots, \mathbf{X}_{m_{j}}^{(j)}, 1 \leq j \leq c\right)\right) \tag{4.17}
\end{equation*}
$$

so that $\Psi_{\mathbf{0}}=\theta(\mathbf{F})$ and $\Psi_{\mathbf{m}}=\phi$. Then

$$
\begin{equation*}
\xi_{\mathbf{d}}(\mathbf{F})=\mathrm{E}\left(\Psi_{\mathbf{d}}^{2}\left(\mathbf{X}_{1}^{(j)}, \ldots, \mathbf{X}_{d_{j}}^{(j)}, 1 \leq j \leq c\right)\right)-\theta^{2}(\mathbf{F}), \quad \mathbf{0} \leq \mathbf{d} \leq \mathbf{m} \tag{4.18}
\end{equation*}
$$

so that $\xi_{\mathbf{0}}(\mathbf{F})=0$. Then, for every $\mathbf{n} \geq \mathbf{m}($ Sen, 1981),

$$
\begin{equation*}
\operatorname{Var}\left[U^{(\mathbf{m})}\right]=\sum_{j=1}^{c} n_{j}^{-1} \sigma_{j}^{2}\left[1+O\left(n_{0}^{-1}\right)\right] \tag{4.19}
\end{equation*}
$$

where $n_{0}=\min \left(n_{1}, \ldots, n_{c}\right)$ and

$$
\begin{equation*}
\sigma_{j}^{2}=m_{j}^{2} \xi_{\delta_{j 1}, \ldots, \delta_{j c}}(\mathbf{F}) \quad j=1, \ldots, c \tag{4.20}
\end{equation*}
$$

with $\delta_{\alpha \beta}=1$ or 0 according to whether $\alpha=\beta$ or not.
For a two-sample U-statistic of degree $\left(m_{1}, m_{2}\right)$, the kernel is

$$
\phi\left(X_{1}, \ldots, X_{m_{1}} ; Y_{1}, \ldots, Y_{m_{2}}\right)
$$

and

$$
U^{\left(m_{1}, m_{2}\right)}=\binom{n_{1}}{m_{1}}^{-1}\binom{n_{2}}{m_{2}}^{-1} \sum_{(\mathbf{n}, \mathbf{m})}^{*} \phi\left(X_{i_{1} 1}, \ldots, X_{i_{1} m_{1}} ; Y_{i_{2} 1}^{(2)}, \ldots, Y_{i_{2} m_{2}}\right)
$$

where $\sum_{(\mathbf{n}, \mathbf{m})}^{*}$ extends over all $1 \leq i_{j 1}<\ldots<i_{j m_{j}} \leq n_{j}, j=1,2 . U^{\left(m_{1}, m_{2}\right)}$ is an unbiased estimator of $\theta\left(F^{(1)}, F^{(2)}\right)$.

Define

$$
\begin{aligned}
& \theta\left(F_{n_{1}}^{(1)}, F_{n_{2}}^{(2)}\right) \\
& \quad=n_{1}^{-m_{1}} n_{2}^{-m_{2}} \times \sum_{i_{11}=1}^{n_{1}} \cdots \sum_{i_{1 m_{1}}=1}^{n_{1}} \sum_{i_{21}=1}^{n_{2}} \cdots \sum_{i_{2 m_{2}}=1}^{n_{2}} \phi\left(X_{i_{1} 1}, \ldots, X_{i_{1} m_{1}}, Y_{i_{2} 1}, \ldots, Y_{i_{2} m_{2}}\right)
\end{aligned}
$$

Then,

$$
\begin{equation*}
\left|U^{\left(m_{1}, m_{2}\right)}-\theta\left(F_{n_{1}}^{(1)}, F_{n_{2}}^{(2)}\right)\right|=O_{p}\left(n_{0}^{-1}\right) ; \quad n_{0}=\min \left(n_{1}, n_{2}\right) \tag{4.21}
\end{equation*}
$$

provided the variance of $U^{\left(m_{1}, m_{2}\right)}$ exists.

$$
\begin{align*}
& \Psi_{d_{1} d_{2}}\left(x_{1}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{d_{2}}\right) \\
& =E\left\{\phi\left(x_{1}, \ldots, x_{d_{1}}, X_{d_{1}+1}, \ldots, X_{m_{1}} ; y_{1}, \ldots, y_{d_{2}}, Y_{d_{2}+1}, \ldots, Y_{m_{2}}\right)\right\} \\
& \qquad \xi_{d_{1} d_{2}}=E\left\{\Psi_{d_{1} d_{2}}^{2}\left(X_{1}, \ldots, X_{d_{1}}, Y_{1}, \ldots, Y_{d_{2}}\right)\right\}-\theta^{2}\left(F^{(1)}, F^{(2)}\right) \tag{4.22}
\end{align*}
$$

for $d_{1}=0, \ldots, m_{1}, d_{2}=0, \ldots, m_{2} .\left(\xi_{00} \equiv 0\right)$. Then,

$$
\begin{equation*}
\left(\gamma_{n_{1}, n_{2}}\right)^{-1}\left(U^{\left(m_{1}, m_{2}\right)}-\theta\left(F^{(1)}, F^{(2)}\right)\right) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1), \tag{4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n_{1}, n_{2}}^{2}=\left(\frac{m_{1}^{2}}{n_{1}}\right) \xi_{10}+\left(\frac{m_{2}^{2}}{n_{2}}\right) \xi_{01} \tag{4.24}
\end{equation*}
$$

The decomposition for $U^{(\mathbf{m})}$ can be developed similarly to the one-sample U-statistic. For a twosample U-statistic of degree $\left(m_{1}, m_{2}\right)$, we have

$$
\begin{align*}
U^{\left(m_{1}, m_{2}\right)} & =\theta(\mathbf{F})+\frac{m_{1}}{n_{1}} \sum_{i=1}^{n_{1}}\left[\Psi_{10}\left(X_{i}\right)-\theta(\mathbf{F})\right]+\frac{m_{2}}{n_{2}} \sum_{i=1}^{n_{2}}\left[\Psi_{01}\left(Y_{i}\right)-\theta(\mathbf{F})\right] \\
& +O_{p}\left(n_{0}^{-1}\right) \tag{4.25}
\end{align*}
$$

where $n_{0}=\min \left(n_{1}, n_{2}\right)$.
The above expression can be generalized for multiple-sample U-statistics. For instance, the decomposition for a three-sample and four-sample U-statistics are as follows

$$
\begin{align*}
U^{\left(m_{1}, m_{2}, m_{3}\right)} & =\theta(\mathbf{F})+\frac{m_{1}}{n_{1}} \sum_{i=1}^{n_{1}}\left[\Psi_{100}\left(X_{i}\right)-\theta(\mathbf{F})\right]+\frac{m_{2}}{n_{2}} \sum_{i=1}^{n_{2}}\left[\Psi_{010}\left(Y_{i}\right)-\theta(\mathbf{F})\right] \\
& +\frac{m_{3}}{n_{3}} \sum_{i=1}^{n_{3}}\left[\Psi_{001}\left(Z_{i}\right)-\theta(\mathbf{F})\right]+O_{p}\left(n_{0}^{-1}\right) \tag{4.26}
\end{align*}
$$

where $n_{0}=\min \left(n_{1}, n_{2}, n_{3}\right)$ and

$$
\begin{align*}
U^{\left(m_{1}, m_{2}, m_{3}, m_{4}\right)} & =\theta(\mathbf{F})+\frac{m_{1}}{n_{1}} \sum_{i=1}^{n_{1}}\left[\Psi_{1000}\left(X_{i}\right)-\theta(\mathbf{F})\right]+\frac{m_{2}}{n_{2}} \sum_{i=1}^{n_{2}}\left[\Psi_{0100}\left(Y_{i}\right)-\theta(\mathbf{F})\right] \\
& +\frac{m_{3}}{n_{3}} \sum_{i=1}^{n_{3}}\left[\Psi_{0010}\left(Z_{i}\right)-\theta(\mathbf{F})\right]+\frac{m_{4}}{n_{4}} \sum_{i=1}^{n_{4}}\left[\Psi_{0001}\left(W_{i}\right)-\theta(\mathbf{F})\right] \\
& +O_{p}\left(n_{0}^{-1}\right) \tag{4.27}
\end{align*}
$$

where $n_{0}=\min \left(n_{1}, n_{2}, n_{3}, n_{4}\right)$.

## 5. Combining the U-statistics

We can write

$$
\begin{aligned}
W S S & =\sum_{g=1}^{G} \frac{\left(N_{g}-2\right)}{3}\left[\mathbf{U}_{\mathbf{1}, \mathbf{1}}^{(\mathbf{3})}+\mathbf{U}_{\mathbf{1}, \mathbf{2}}^{(\mathbf{3})}+\mathbf{U}_{\mathbf{1}, \mathbf{3}}^{(\mathbf{3})}\right] \\
& +\sum_{g=1}^{G} \frac{\left(N_{g}-2\right)\left(N_{g}-3\right)}{12}\left[\mathbf{U}_{\mathbf{2}, \mathbf{1}}^{(\mathbf{4})}+\mathbf{U}_{\mathbf{2}, \mathbf{2}}^{(\mathbf{4})}+\mathbf{U}_{\mathbf{2}, \mathbf{3}}^{(\mathbf{4})}\right]
\end{aligned}
$$

where

$$
\begin{gathered}
\mathbf{U}_{\mathbf{1}, \mathbf{1}}^{(\mathbf{3})}=\binom{N_{g}}{3}^{-1} \sum_{i<j<j^{\prime}}\left(D_{i j}^{g}-D_{i j^{\prime}}^{g}\right)^{2}, \quad \mathbf{U}_{\mathbf{1}, \mathbf{2}}^{(\mathbf{3})}=\binom{N_{g}}{3}^{-1} \sum_{i<i^{\prime}<j}\left(D_{i j}^{g}-D_{i^{\prime} j}^{g}\right)^{2} \quad \text { and } \\
\mathbf{U}_{\mathbf{1}, \mathbf{3}}^{(\mathbf{3})}=\binom{N_{g}}{3}^{-1} \sum_{i<j<j^{\prime}}\left(D_{i j}^{g}-D_{j j^{\prime}}^{g}\right)^{2}
\end{gathered}
$$

are one-sample U-statistics of degree 3 and

$$
\begin{gathered}
\mathbf{U}_{\mathbf{2}, \mathbf{1}}^{(\mathbf{4})}=\binom{N_{g}}{4}^{-1} \sum_{i<j<i^{\prime}<j^{\prime}}\left(D_{i j}^{g}-D_{i^{\prime} j^{\prime}}^{g}\right)^{2}, \quad \mathbf{U}_{\mathbf{2}, \mathbf{2}}^{(\mathbf{4})}=\binom{N_{g}}{4}^{-1} \sum_{i<i^{\prime}<j<j^{\prime}}\left(D_{i j}^{g}-D_{i^{\prime} j^{\prime}}^{g}\right)^{2} \quad \text { and } \\
\mathbf{U}_{\mathbf{2}, \mathbf{3}}^{(\mathbf{4})}=\binom{N_{g}}{4} \sum_{i<i^{\prime}<j^{\prime}<j}\left(D_{i j}^{g}-D_{i^{\prime} j^{\prime}}^{g}\right)^{2}
\end{gathered}
$$

are one-sample U-statistics of degree 4.
Note that $U_{j, k}^{(m)}$ represents a U-statistic of degree $m$ with expected value $\mu_{j}$, i.e., $E\left(U_{j, k}^{(m)}\right)=\mu_{j}$ for any $k$. The expected value of $W S S$ is

$$
E(W S S)=\sum_{g=1}^{G}\left(N_{g}-2\right)\left\{\mu_{1 g}+\frac{\left(N_{g}-3\right)}{4} \mu_{2 g}\right\}
$$

where $\mu_{1 g}=E\left(\mathbf{U}_{\mathbf{1}, \mathbf{1}}^{(\mathbf{3})}\right)=E\left(\mathbf{U}_{\mathbf{1}, \mathbf{2}}^{(\mathbf{3})}\right)=E\left(\mathbf{U}_{\mathbf{1}, \mathbf{3}}^{(\mathbf{3})}\right)=E\left(D_{i j}^{g}-D_{i j^{\prime}}^{g}\right)^{2}$ and $\mu_{2 g}=E\left(\mathbf{U}_{\mathbf{2}, \mathbf{1}}^{(\mathbf{4})}\right)=E\left(\mathbf{U}_{\mathbf{2}, \mathbf{2}}^{(\mathbf{4})}\right)=E\left(\mathbf{U}_{\mathbf{2}, \mathbf{3}}^{(\mathbf{4})}\right)=E\left[\left(D_{i j}^{g}-D_{i^{\prime} j^{\prime}}^{g}\right)^{2}\right]$.
Under $H_{0}$, there is homogeneity among groups, i.e., for any $g, \theta_{k}^{g}=\theta_{k}$ and $\theta_{k_{1} k_{2}}^{g}=\theta_{k_{1} k_{2}}$. Therefore, $\mu_{1 g}=\mu_{1}$ and $\mu_{2 g}=\mu_{2}$, thus

$$
E_{0}(W S S)=\sum_{g=1}^{G}\left(N_{g}-2\right)\left\{\mu_{1}+\frac{\left(N_{g}-3\right)}{4} \mu_{2}\right\}
$$

where

$$
\begin{equation*}
\mu_{1 g}=\mu_{1}=\frac{2}{K^{2}}\left[\sum_{k=1}^{K} \theta_{k}+\sum_{k_{1} \neq k_{2}} \theta_{k_{1} k_{2}}-\sum_{k=1}^{K} \theta_{k}\left(i, j ; i, j^{\prime}\right)-\sum_{k_{1} \neq k_{2}} \theta_{k_{1} k_{2}}\left(i, j ; i, j^{\prime}\right)\right] \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{2 g}=\mu_{2}=\frac{2}{K^{2}}\left\{\sum_{k=1}^{K} \theta_{k}\left(1-\theta_{k}\right)+\sum_{k_{1} \neq k_{2}}\left(\theta_{k_{1} k_{2}}-\theta_{k_{1}} \theta_{k_{2}}\right)\right\} \tag{5.2}
\end{equation*}
$$

with

$$
\begin{align*}
& \theta_{k}=\theta_{k}(i, j)=\mathrm{P}\left(X_{i k} \neq X_{j k}\right)=\sum_{c=0}^{C-1} p_{k}(c)\left[1-p_{k}(c)\right]  \tag{5.3}\\
& \theta_{k_{1} k_{2}}=\theta_{k_{1}, k_{2}}(i, j)=\mathrm{P}\left(X_{i k_{1}} \neq X_{j k_{1}} ; X_{i k_{2}} \neq X_{j k_{2}}\right) \\
& \quad=\sum_{c_{1}, c_{2}=0}^{C-1} p_{k_{1} k_{2}}\left(c_{1}, c_{2}\right)\left[\sum_{\substack{c_{3}=0 \\
c_{3} \neq c_{1}}}^{C-1} \sum_{\substack{c_{4}=0 \\
c_{4} \neq c_{2}}}^{C-1} p_{k_{1} k_{2}}\left(c_{3}, c_{4}\right)\right] \tag{5.4}
\end{align*}
$$

$$
\begin{align*}
& \theta_{k}^{g}\left(i, j ; i, j^{\prime}\right)=P\left(X_{i k}^{g} \neq X_{j k}^{g}, X_{i k}^{g} \neq X_{j^{\prime} k}^{g}\right)=\sum_{c=0}^{C-1} p_{k}^{g}(c)\left[1-p_{k}^{g}(c)\right]^{2}  \tag{5.5}\\
& \theta_{k_{1} k_{2}}^{g}\left(i, j ; i, j^{\prime}\right)=P\left(X_{i k_{1}}^{g} \neq X_{j k_{1}}^{g}, X_{i k_{2}}^{g} \neq X_{j^{\prime} k_{2}}^{g}\right) \\
&=\sum_{c_{1}, c_{2}=0}^{C-1} p_{k_{1} k_{2}}^{g}\left(c_{1}, c_{2}\right)\left[1-p_{k_{1}}^{g}\left(c_{1}\right)\right]\left[1-p_{k_{2}}^{g}\left(c_{2}\right)\right], \tag{5.6}
\end{align*}
$$

$$
\begin{equation*}
p_{k}(c)=P\left(X_{i k}^{g}=c\right) \quad \text { and } \quad p_{k_{1} k_{2}}^{g}\left(c_{1}, c_{2}\right)=P\left(X_{i k_{1}}^{g}=c_{1}, X_{i k_{2}}^{g}=c_{2}\right) \tag{5.7}
\end{equation*}
$$

Decomposing $W S S$, under $H_{0}$,

$$
\begin{align*}
W S S & =\sum_{g=1}^{G}\left(N_{g}-2\right)\left(\mu_{1}+\frac{\left(N_{g}-3\right)}{4} \mu_{2}\right) \\
& +\sum_{g=1}^{g}\left(N_{g}-2\right) \frac{3}{N_{g}} \sum_{i=1}^{N_{g}}\left[\Psi_{(1) 1}\left(\mathbf{X}_{i}\right)-\mu_{1}\right]+O_{p}(1) \\
& +\sum_{g=1}^{G} \frac{\left(N_{g}-2\right)\left(N_{g}-3\right)}{N_{g}} \sum_{i=1}^{N_{g}}\left[\Psi_{(2) 1}\left(\mathbf{X}_{i}\right)-\mu_{2}\right]+O_{p}\left(N_{g}\right) \tag{5.8}
\end{align*}
$$

and the associated mean square expression is

$$
\begin{align*}
W M S & \equiv \frac{W S S}{\sum_{g=1}^{G}\binom{N_{g}}{2}}=\frac{2 W S S}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \\
& =\frac{2}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left\{\sum_{g=1}^{G}\left(N_{g}-2\right)\left(\mu_{1}+\frac{\left(N_{g}-3\right)}{4} \mu_{2}\right)\right. \\
& +\sum_{g=1}^{g}\left(N_{g}-2\right) \frac{3}{N_{g}} \sum_{i=1}^{N_{g}}\left[\Psi_{(1) 1}\left(\mathbf{X}_{i}\right)-\mu_{1}\right]+O_{p}(1) \\
& \left.+\sum_{g=1}^{G} \frac{\left(N_{g}-2\right)\left(N_{g}-3\right)}{N_{g}} \sum_{i=1}^{N_{g}}\left[\Psi_{(2) 1}\left(\mathbf{X}_{i}\right)-\mu_{2}\right]+O_{p}\left(N_{g}\right)\right\} \\
& =\frac{\sum_{g=1}^{G}\left(N_{g}-2\right)\left(N_{g}-3\right)}{2 \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left\{\mu_{2}+\frac{4}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(2) 1}\left(\mathbf{X}_{i}\right)-\mu_{2}\right)\right\}+O_{p}\left(N_{0}^{-1}\right) \tag{5.9}
\end{align*}
$$

with

$$
\mathrm{E}_{0}(W M S)=\frac{\mu_{2}}{2}+O\left(N_{g}^{-1}\right)
$$

and

$$
\begin{align*}
\operatorname{Var}_{0}(W M S) & =\frac{4 \sum_{g=1}^{G}\left[N_{g}^{3}-10 N_{g}^{2}+37 N_{g}-60+36 / N_{g}\right]}{\left[\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right]^{2}} \xi_{1}^{(2)}+O\left(N_{g}^{-2}\right) \\
& =\frac{4 \sum_{g=1}^{G} N_{g}^{3}}{\left[\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right]^{2}} \xi_{1}^{(2)}+O\left(N_{g}^{-2}\right) \tag{5.10}
\end{align*}
$$

For $A W S S$,

$$
\begin{aligned}
A W S S & =\sum_{1 \leq g<g^{\prime} \leq G}\left[\frac{\left(N_{g}-1\right)\left(N_{g^{\prime}}-1\right)}{4}\left(\mathbf{U}_{4,1}^{(2,2)}+\mathbf{U}_{4,2}^{(2,2)}\right)\right. \\
& \left.+\frac{\left(N_{g}-1\right)}{2} \mathbf{U}_{5,2}^{(2,1)}+\frac{\left(N_{g^{\prime}}-1\right)}{2} \mathbf{U}_{5,1}^{(1,2)}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathbf{U}_{\mathbf{4}, \mathbf{1}}^{(\mathbf{2 , 2})}=\left[\binom{N_{g}}{2}\binom{N_{g^{\prime}}}{2}\right]^{-1} \sum_{\substack{i \neq i^{\prime}}} \sum_{\substack{j \neq j^{\prime} \\
j \neq i^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-D_{i^{\prime} j^{\prime}}^{\left(g, g^{\prime}\right)}\right)^{2} \text { and } \\
& \mathbf{U}_{\mathbf{4}, \mathbf{2}}^{(\mathbf{2 , 2})}=\left[\binom{N_{g}}{2}\binom{N_{g^{\prime}}}{2}\right]^{-1} \sum_{\substack{i \neq j \\
i \neq i^{\prime}}} \sum_{j \neq j^{\prime}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-D_{i^{\prime} j^{\prime}}^{\left(g, g^{\prime}\right)}\right)^{2}
\end{aligned}
$$

are two-sample U-statistics of degree $(2,2)$ and

$$
\begin{aligned}
& \mathbf{U}_{\mathbf{5}, \mathbf{1}}^{(\mathbf{1}, \mathbf{2})}=\left[\binom{N_{g}}{1}\binom{N_{g^{\prime}}}{2}\right]^{-1} \sum_{\substack{i=1 \\
i \neq j^{\prime}}}^{N_{g}} \sum_{\substack{\leq j, j^{\prime} \leq N_{g^{\prime}} \\
j \neq j^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-D_{i j^{\prime}}^{\left(g, g^{\prime}\right)}\right)^{2} \text { and } \\
& \mathbf{U}_{\mathbf{5}, \mathbf{2}}^{(\mathbf{2}, \mathbf{1})}=\left[\binom{N_{g}}{2}\binom{N_{g^{\prime}}}{1}\right]^{-1} \sum_{\substack{j=1 \\
j \neq i^{\prime}}}^{N_{g^{\prime}}} \sum_{\substack{\leq i, i^{\prime} \leq N_{g} \\
i \neq i^{\prime}}}\left(D_{i j}^{\left(g, g^{\prime}\right)}-D_{i^{\prime} j}^{\left(g, g^{\prime}\right)}\right)^{2}
\end{aligned}
$$

are two sample U-statistics of degree $(1,2)$ and $(2,1)$, respectively.

$$
\mathrm{E}(A W S S)=\sum_{1 \leq g<g^{\prime} \leq G}\left[\frac{\left(N_{g}-1\right)\left(N_{g^{\prime}}-1\right)}{2} \mu_{4\left(g, g^{\prime}\right)}+\frac{\left(N_{g}-1\right)}{2} \mu_{5\left(g, g^{\prime}\right)}+\frac{\left(N_{g^{\prime}}-1\right)}{2} \mu_{5\left(g, g^{\prime}\right)}\right]
$$

with $\mu_{4\left(g, g^{\prime}\right)}=E\left(\mathbf{U}_{4,1}^{(2,2)}\right)=E\left(\mathbf{U}_{4,2}^{(2,2)}\right)$ and $\mu_{5\left(g, g^{\prime}\right)}=E\left(\mathbf{U}_{5,1}^{(1,2)}\right)=E\left(\mathbf{U}_{5,2}^{(2,1)}\right)$.
Under $H_{0}, \mu_{4\left(g, g^{\prime}\right)}=\mu_{4}$ and $\mu_{5\left(g, g^{\prime}\right)}=\mu_{5}$, therefore

$$
\mathrm{E}_{0}(A W S S)=\frac{1}{2} \sum_{1 \leq g<g^{\prime} \leq G}\left[\left(N_{g}-1\right)\left(N_{g^{\prime}}-1\right) \mu_{4}+\left(N_{g}+N_{g^{\prime}}-2\right) \mu_{5}\right]
$$

where $\mu_{4}=\mu_{2}$ is given by (5.2) and $\mu_{5}=\mu_{1}$ is given by (5.1).
$A W S S$ can be decomposed as

$$
\begin{aligned}
A W S S & =\sum_{1 \leq g<g^{\prime} \leq G}\left[\frac { ( N _ { g } - 1 ) ( N _ { g ^ { \prime } } - 1 ) } { 2 } \left(\mu_{4\left(g, g^{\prime}\right)}+\frac{2}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(4) 10}\left(\mathbf{X}_{i}^{g}\right)-\mu_{4\left(g, g^{\prime}\right)}\right)\right.\right. \\
& \left.+\frac{2}{N_{g^{\prime}}} \sum_{j=1}^{N_{g^{\prime}}}\left(\Psi_{(4) 01}\left(\mathbf{X}_{j}^{g^{\prime}}\right)-\mu_{\left(g, g^{\prime}\right) 4}\right)+O_{p}\left(N_{0}^{-1}\right)\right) \\
& +\frac{\left(N_{g}-1\right)}{2}\left(\mu_{5\left(g, g^{\prime}\right)}+\frac{2}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(5) 10}\left(\mathbf{X}_{i}^{g}\right)-\mu_{5\left(g, g^{\prime}\right)}\right)\right. \\
& \left.+\frac{1}{N_{g^{\prime}}} \sum_{j=1}^{N_{g^{\prime}}}\left(\Psi_{(5) 01}\left(\mathbf{X}_{j}^{g^{\prime}}\right)-\mu_{5\left(g, g^{\prime}\right)}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\left(N_{g^{\prime}}-1\right)}{2}\left(\mu_{5\left(g, g^{\prime}\right)}+\frac{1}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(5) 10}\left(\mathbf{X}_{i}^{g}\right)-\mu_{5\left(g, g^{\prime}\right)}\right)\right. \\
& \left.\left.+\frac{2}{N_{g^{\prime}}} \sum_{j=1}^{N_{g^{\prime}}}\left(\Psi_{(5) 01}\left(\mathbf{X}_{j}^{g^{\prime}}\right)-\mu_{5\left(g, g^{\prime}\right)}\right)+O_{p}\left(N_{0}^{-1}\right)\right)\right] \tag{5.11}
\end{align*}
$$

with $N_{0}=\min _{1 \leq g \leq G}\left(N_{g}\right)$.
The associated mean-square expression is

$$
\begin{align*}
& A W M S= \frac{A W S S}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}} \\
&= \frac{1}{2} \sum_{1 \leq g<g^{\prime} \leq G} \frac{\left(N_{g}-1\right)\left(N_{g^{\prime}}-1\right)}{\left[\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}\right]}\left[\mu_{4\left(g, g^{\prime}\right)}+\frac{2}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(4) 10}\left(\mathbf{X}_{i}^{g}\right)-\mu_{4\left(g, g^{\prime}\right)}\right)\right. \\
&\left.+\frac{2}{N_{g^{\prime}}} \sum_{j=1}^{N_{g^{\prime}}}\left(\Psi_{(4) 01}\left(\mathbf{X}_{j}^{g^{\prime}}\right)-\mu_{4\left(g, g^{\prime}\right)}\right)\right]+O_{p}\left(N_{0}^{-1}\right)  \tag{5.12}\\
& \mathrm{E}_{0}(A W M S)=\frac{\mu_{4}}{2}+O\left(N_{0}^{-1}\right)
\end{align*}
$$

Note that $\mathrm{E}_{0}(A W M S)=\mathrm{E}_{0}(W M S)$, since under $H_{0}, \mu_{4}=\mu_{2}$.

$$
\begin{align*}
\operatorname{Var}_{0}(A W M S) & =\frac{1}{\left(\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}\right)^{2}}\left\{\sum_{g<g^{\prime}} \frac{\left(N_{g}-1\right)^{2}\left(N_{g^{\prime}}-1\right)^{2}}{4}\left(\frac{4}{N_{g}} \xi_{10}^{(4)}+\frac{4}{N_{g^{\prime}}} \xi_{01}^{(4)}\right)\right\}+O\left(N_{0}^{-2}\right) \\
& =\frac{1}{\left(\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}\right)^{2}}\left\{\sum_{g<g^{\prime}}\left(N_{g}-1\right)^{2}\left(N_{g^{\prime}}-1\right)^{2}\left(\frac{\xi_{10}^{(4)}}{N_{g}}+\frac{\xi_{01}^{(4)}}{N_{g^{\prime}}}\right)\right\}+O\left(N_{0}^{-2}\right) \tag{5.13}
\end{align*}
$$

Now

$$
B S S=\sum_{g=1}^{G} \frac{N_{g}\left(N_{g}-1\right)}{2}\left(\bar{D}_{\cdot}^{g}-\bar{D} .\right)^{2}=\frac{1}{2} \mathbf{D}_{1}^{\prime} \mathbf{D}_{1}
$$

where $\mathbf{D}_{1}$ is the $G \times 1$ vector

$$
\mathbf{D}_{1}=\left(\sqrt{N_{1}\left(N_{1}-1\right)}\left(\bar{D}_{.}^{1}-\bar{D} .\right) \ldots \sqrt{N_{G}\left(N_{G}-1\right)}\left(\bar{D}_{.}^{G}-\bar{D} .\right)\right)^{\prime}
$$

Note that

$$
\begin{gathered}
\mathrm{E}\left(\bar{D}_{\cdot}^{g}\right)=\frac{1}{\binom{\left.N_{g}\right)}{2}} \sum_{1 \leq i<j \leq N_{g}} \mathrm{E}\left(D_{i j}^{g}\right)=\frac{1}{K} \sum_{k=1}^{K} \theta_{k}^{g}=\bar{\theta}_{\cdot}^{g} \\
\mathrm{E}\left(\bar{D}_{\cdot}^{\left(g, g^{\prime}\right)}\right)=\frac{1}{K} \sum_{k=1}^{K} \theta_{k}^{\left(g, g^{\prime}\right)}=\bar{\theta}^{\left(g, g^{\prime}\right)}
\end{gathered}
$$

and

$$
\mathrm{E}(\bar{D} .)=\binom{M}{2}^{-1}\left[\sum_{g=1}^{G} \frac{N_{g}\left(N_{g}-1\right)}{2} \bar{\theta}^{g}+\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}} \bar{\theta}^{\left(g, g^{\prime}\right)}\right]
$$

where $M=\sum_{g=1}^{G} N_{g}$.
Therefore,

$$
\begin{equation*}
\nu_{1} \equiv \mathrm{E}\left(\bar{D}_{\cdot}^{g}-\bar{D} .\right)=\bar{\theta}_{\cdot}^{g}-\binom{M}{2}^{-1}\left[\sum_{g=1}^{G} \frac{N_{g}\left(N_{g}-1\right)}{2} \bar{\theta}_{\cdot}^{g}+\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}} \bar{\theta}^{\left(g, g^{\prime}\right)}\right] \tag{5.14}
\end{equation*}
$$

Since $\bar{D}^{g}$ is a U-statistic of degree 2,

$$
\operatorname{Var}\left(\bar{D}_{\cdot}^{g}\right)=\frac{4}{N_{g}} \xi_{1}^{(12)}+O\left(N_{g}^{-2}\right)
$$

where $\xi_{1}^{(12)} \equiv \mathrm{E}\left[\psi_{(12) 1}^{2}\left(\mathbf{X}_{i}^{g}\right)\right]$, and since $\bar{D}^{\left(g, g^{\prime}\right)}$ is a two-sample U-statistic of degree $(1,1)$,

$$
\begin{equation*}
\operatorname{Var}\left(\bar{D}^{\left(g, g^{\prime}\right)}\right)=\frac{1}{N_{g}} \xi_{10}^{(13)}+\frac{1}{N_{g^{\prime}}} \xi_{01}^{(13)}+O\left(N_{0}^{-2}\right) \tag{5.15}
\end{equation*}
$$

where $\xi_{10}^{(13)} \equiv \mathrm{E}\left[\psi_{(13) 10}^{2}\left(\mathbf{X}_{i}^{g}\right)\right]$ and $\xi_{01}^{(13)} \equiv \mathrm{E}\left[\psi_{(13) 01}^{2}\left(\mathbf{X}_{j}^{g^{\prime}}\right)\right]$. Under $H_{0}$,

$$
\begin{aligned}
\psi_{(12) 1}^{2}\left(\mathbf{x}_{i}\right)= & \frac{1}{K^{2}} \sum_{k=1}^{K} \mathrm{P}^{2}\left(X_{j k} \neq x_{i k}\right)+(\bar{\theta} \cdot)^{2}-\frac{2}{K} \bar{\theta} \cdot \sum_{k=1}^{K} \mathrm{P}\left(X_{j k} \neq x_{i k}\right) \\
& +\frac{1}{K^{2}} \sum_{k_{1} \neq k_{2}} \mathrm{P}\left(X_{j k_{1}} \neq x_{i k_{1}} ; X_{j k_{2}} \neq x_{i k_{2}}\right)
\end{aligned}
$$

We are assuming that under $H_{0}$ there is homogeneity across or within groups, i.e., $\theta_{k}^{1}=\theta_{k}^{2}=\cdots=\theta_{k}^{G}=\theta_{k}$ and $\theta_{k}^{\left(g, g^{\prime}\right)}=\theta_{k}^{g}=\theta_{k}$. Therefore, under $H_{0}$,

$$
\begin{equation*}
\sqrt{N_{g}}\left(\bar{D}^{g}-\bar{\theta} .\right) \xrightarrow{\mathrm{d}} \mathrm{~N}\left(0,4 \xi_{1}^{(12)}\right) \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{13}^{-1}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{\theta} .\right) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1) \tag{5.17}
\end{equation*}
$$

where $\gamma_{13}^{2}=\frac{1}{N_{g}} \xi_{10}^{(13)}+\frac{1}{N_{g^{\prime}}} \xi_{01}^{(13)}=\left(\frac{1}{N_{g}}+\frac{1}{N_{g^{\prime}}}\right) \xi_{1}^{(12)}$ by (5.15) and under $H_{0}$.
If $\bar{D}$. is a linear combination of normal variables, then $\bar{D}$. also follows a normal distribution.

$$
\bar{D} . \quad=\binom{M}{2}^{-1}\left[\sum_{g=1}^{G} \frac{N_{g}\left(N_{g}-1\right)}{2} \bar{D}_{\cdot}^{g}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g} N_{g^{\prime}} \bar{D}^{\left(g, g^{\prime}\right)}\right]
$$

where $M=\sum_{g=1}^{G} N_{g}$. Under $H_{0}$,

$$
\eta_{1} \equiv \mathrm{E}_{0}(\bar{D} .)=\binom{M}{2}^{-1}\left[\sum_{g=1}^{G}\binom{N_{g}}{2}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g} N_{g^{\prime}}\right] \bar{\theta} .=\bar{\theta}
$$

$$
\begin{aligned}
\sigma_{1}^{2} & \equiv \operatorname{Var}_{0}(\bar{D} .) \\
& =\frac{4}{M^{2}(M-1)^{2}}\left\{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)^{2} \xi_{1}^{(12)}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g}^{2} N_{g^{\prime}}^{2}\left(\frac{1}{N_{g}} \xi_{10}^{(13)}+\frac{1}{N_{g^{\prime}}} \xi_{01}^{(13)}\right)\right. \\
& \left.+2 \sum_{\substack{1 \leq g, g^{\prime}, 9^{\dagger} \leq G \\
g \neq g^{\prime} \neq g^{\dagger}}} N_{g} N_{g^{\prime}} N_{g^{\dagger}} \xi_{10}^{(13,1 ; 13,2)}+2 \sum_{g=1}^{G} \sum_{g^{\prime}=g+1}^{G} N_{g}\left(N_{g}-1\right) N_{g^{\prime}} \xi_{1}^{(12,13)}\right\}
\end{aligned}
$$

where $\xi_{10}^{(13,1 ; 13,2)}=\mathrm{E}\left\{\psi_{(13,1) 10}\left(\mathbf{X}_{i}^{g}\right) \psi_{(13,2) 10}\left(\mathbf{X}_{i}^{g}\right)\right\}$ and
$\psi_{(13,2) 10}\left(\mathbf{x}_{i}^{g}\right)=\mathrm{E}\left[\phi_{13,2}\left(\mathbf{x}_{i}^{g}, \mathbf{X}_{j}^{g^{\dagger}}\right)-\bar{\theta}^{\left(g, g^{\dagger}\right)}\right]$. Under $H_{0}$,
$\psi_{(12) 1}\left(\mathbf{X}_{i}\right)=\psi_{(13) 10}\left(\mathbf{X}_{i}\right)=\psi_{(13) 01}\left(\mathbf{X}_{j}\right)=\psi_{(13,1) 10}\left(\mathbf{X}_{i}\right)=\psi_{(13,2) 10}\left(\mathbf{X}_{i}\right)$. Therefore,
$\xi_{1}^{(12)}=\xi_{10}^{(13)}=\xi_{01}^{(13)}=\xi_{10}^{(13,1 ; 13,2)}=\xi_{1}^{(12,13)}$ and

$$
\begin{align*}
\sigma_{1}^{2}= & \frac{4 \xi_{1}^{(12)}}{M^{2}(M-1)^{2}}\left\{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)^{2}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g} N_{g^{\prime}}\left(N_{g}+N_{g^{\prime}}\right)\right. \\
& \left.+2 \sum_{\substack{1 \leq g, g^{\prime}, g^{\dagger} \leq G \\
g \neq g^{\prime} \neq g^{\dagger}}} N_{g} N_{g^{\prime}} N_{g^{\dagger}}+2 \sum_{g=1}^{G} \sum_{g^{\prime}=g+1}^{G} N_{g}\left(N_{g}-1\right) N_{g^{\prime}}\right\} \tag{5.18}
\end{align*}
$$

Hence, under $H_{0}$,

$$
\sigma_{1}^{-1}(\bar{D} .-\bar{\theta} .) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1)
$$

Now, under $H_{0}$,

$$
\begin{equation*}
\nu_{1}=\mathrm{E}_{0}\left(\bar{D}_{.}^{g}-\bar{D}_{.}\right)=\bar{\theta} .-\bar{\theta} .=0 \tag{5.19}
\end{equation*}
$$

and

$$
\begin{align*}
\tau_{1 g}^{2} & \equiv \operatorname{Var}_{0}\left(\bar{D}^{g}-\bar{D} .\right) \\
& =\operatorname{Var}_{0}\left(\bar{D}^{g}\right)+\operatorname{Var}(\bar{D} .)-2 \operatorname{Cov}_{0}\left(\bar{D}^{g}, \bar{D}_{.}\right) \\
& =\left[\frac{4}{N_{g}}-\frac{8\left(N_{g}-1\right)}{M(M-1)}\right] \xi_{1}^{(12)}+\sigma_{1}^{2}-\frac{8\left(M-N_{g}\right)}{M(M-1)} \xi_{1}^{(12,13)} \tag{5.20}
\end{align*}
$$

where $\xi_{1}^{(12,13)} \equiv \mathrm{E}\left\{\psi_{(12) 1}\left(\mathbf{X}_{i}^{g}\right) \psi_{(13) 10}\left(\mathbf{X}_{i}^{g}\right)\right\}=\xi_{1}^{(12)}$, since $\psi_{(12) 1}\left(\mathbf{X}_{i}\right)=\psi_{(13) 10}\left(\mathbf{X}_{i}\right)$ under $H_{0}$.
Then,

$$
\begin{align*}
\tau_{1 g}^{2} & =4 \xi_{1}^{(12)}\left\{\frac{1}{N_{g}}+\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)^{2}}{M^{2}(M-1)^{2}}+\sum_{g<g^{\prime}} \frac{N_{g} N_{g^{\prime}}\left(N_{g^{\prime}}+N_{g}\right)}{M^{2}(M-1)^{2}}+2 \sum_{g \neq g^{\prime} \neq g^{\dagger}} \frac{N_{g} N_{g^{\prime}} N_{g^{\dagger}}}{M^{2}(M-1)^{2}}\right. \\
& \left.+2 \sum_{g=1}^{G} \sum_{g^{\prime}=g+1}^{G} \frac{N_{g}\left(N_{g}-1\right) N_{g^{\prime}}}{M^{2}(M-1)^{2}}-2 \frac{\left(N_{g}-1\right)}{M(M-1)}-2 \frac{\left(M-N_{g}\right)}{M(M-1)}\right\} \tag{5.21}
\end{align*}
$$

So,

$$
\tau_{1 g}^{-1}\left(\bar{D}_{.}^{g}-\bar{D} .\right) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1)
$$

Since $B S S$ is a quadratic form of normal random variables,

$$
B S S=\frac{1}{2} \mathbf{D}_{1}^{\prime} \mathbf{D}_{1} \sim \frac{1}{2} \sum_{g=1}^{G} \lambda_{g}\left(\chi_{1}^{2}\right)_{g}
$$

which is a linear combination of $\chi_{1}^{2}$ random variables, where $\lambda_{g}$ 's are the characteristic roots of $\operatorname{Var}\left(\mathbf{D}_{1}\right)=$ $\boldsymbol{\Sigma}_{1}$. Note that the diagonal elements of $\boldsymbol{\Sigma}_{1}$ are $N_{g}\left(N_{g}-1\right) \tau_{1 g}^{2}$ and the off-diagonal elements, under $H_{0}$, are

$$
\begin{align*}
& \sqrt{N_{g}\left(N_{g}-1\right) N_{g^{\prime}}\left(N_{g^{\prime}}-1\right)} \tau_{1 g g^{\prime}}=\sqrt{N_{g}\left(N_{g}-1\right) N_{g^{\prime}}\left(N_{g^{\prime}}-1\right)} \operatorname{Cov}_{0}\left(\bar{D}^{g}-\bar{D} ., \bar{D}^{g^{\prime}}-\bar{D} .\right) \\
& \quad=\sqrt{N_{g}\left(N_{g}-1\right) N_{g^{\prime}}\left(N_{g^{\prime}}-1\right)}\left(-\frac{4 \xi_{1}^{(12)}}{M(M-1)}\left[N_{g}-1+M-N_{g}+N_{g^{\prime}}-1+M-N_{g^{\prime}}\right]+\sigma_{1}^{2}\right) \\
& \quad=\sqrt{N_{g}\left(N_{g}-1\right) N_{g^{\prime}}\left(N_{g^{\prime}}-1\right)}\left(-\frac{8 \xi_{1}^{(12)}}{M}+\sigma_{1}^{2}\right) \tag{5.22}
\end{align*}
$$

where $\sigma_{1}^{2}$ is given by (5.18).
Now,

$$
\mathrm{E}_{0}(B S S)=\frac{1}{2} \operatorname{trace}\left(\boldsymbol{\Sigma}_{1}\right)=\frac{1}{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right) \tau_{1 g}^{2}
$$

and

$$
\operatorname{Var}_{0}(B S S)=\frac{1}{4} \operatorname{trace}\left(\boldsymbol{\Sigma}_{1}\right)^{2}
$$

Let

$$
B M S=\frac{B S S}{\sum_{g=1}^{G}\binom{N_{g}}{2}}=\frac{\mathbf{D}_{1}^{\prime} \mathbf{D}_{1}}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}
$$

Then

$$
\mathrm{E}_{0}(B M S)=\frac{\operatorname{trace}\left(\boldsymbol{\Sigma}_{1}\right)}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}=\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right) \tau_{1 g}^{2}}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}
$$

and

$$
\operatorname{Var}_{0}(B M S)=\frac{1}{\left[\sum_{g=1}^{G}\binom{N_{g}}{2}\right]^{2}} \operatorname{Var}_{0}(B S S)=\frac{\operatorname{trace}\left(\boldsymbol{\Sigma}_{1}\right)^{2}}{\left[\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right]^{2}}
$$

For $A B S S$ we have,

$$
A B S S=\sum_{1 \leq g<g^{\prime} \leq G} \sum_{i=1}^{N_{g}} \sum_{j=1}^{N_{g^{\prime}}}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{D} .\right)^{2}=\mathbf{D}_{2}^{\prime} \mathbf{D}_{2}
$$

where $\mathbf{D}_{2}=\left[\sqrt{N_{1} N_{2}}\left(\bar{D}^{(1,2)}-\bar{D} .\right), \sqrt{N_{1} N_{3}}\left(\bar{D}^{(1,3)}-\bar{D} .\right), \ldots, \sqrt{N_{G-1} N_{G}}\left(\bar{D}^{(G-1, G)}-\bar{D} .\right)\right]^{\prime}$ is a $\frac{G(G-1)}{2} \times 1$ vector.

Let

$$
\nu_{2} \equiv \mathrm{E}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{D} .\right)=\bar{\theta}^{\left(g, g^{\prime}\right)}-\binom{M}{2}^{-1}\left[\sum_{g=1}^{G} \frac{N_{g}\left(N_{g}-1\right)}{2} \bar{\theta}_{g}^{g}+\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}} \bar{\theta}^{\left(g, g^{\prime}\right)}\right]
$$

Under $H_{0}$,

$$
\begin{equation*}
\nu_{2}=\mathrm{E}_{0}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{D} .\right)=\bar{\theta} .-\bar{\theta} .=0 \tag{5.23}
\end{equation*}
$$

and

$$
\begin{align*}
\tau_{2\left(g, g^{\prime}\right)}^{2} & \equiv \operatorname{Var}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{D} .\right) \\
& =\operatorname{Var}\left(\bar{D}^{\left(g, g^{\prime}\right)}\right)+\operatorname{Var}(\bar{D} .)-2 \operatorname{Cov}\left(\bar{D}^{\left(g, g^{\prime}\right)}, \bar{D} .\right) \\
& =\frac{1}{N_{g}} \xi_{10}^{(13)}+\frac{1}{N_{g^{\prime}}} \xi_{01}^{(13)}+\sigma_{1}^{2}-\frac{4}{M(M-1)}\left[\left(N_{g}-1\right) \xi_{1}^{(12,13)}+\left(N_{g^{\prime}}-1\right) \xi_{1}^{(12,13)}+N_{g^{\prime}} \xi_{01}^{(13)}\right. \\
& \left.+2\left(M-N_{g}-N_{g^{\prime}}\right) \xi_{10}^{(13,1 ; 13,2)}\right] \tag{5.24}
\end{align*}
$$

Note that under $H_{0}$ there is homogeneity among groups,

$$
\Psi_{(13) 10}\left(\mathbf{x}_{i}\right)=\Psi_{(13) 01}\left(\mathbf{x}_{j}\right)=\Psi_{(13,1) 10}\left(\mathbf{x}_{i}\right)=\Psi_{(13,2) 10}\left(\mathbf{x}_{i}\right)=\frac{1}{K} \sum_{k=1}^{K} \mathrm{P}\left(X_{i k} \neq x_{j k}\right)
$$

since the sequences are i.i.d.
Therefore, $\Psi_{(13,1) 10}\left(\mathbf{x}_{i}\right) \Psi_{(13,2) 10}\left(\mathbf{x}_{i}\right)=\Psi_{(13) 10}^{2}\left(\mathbf{x}_{i}\right)$ and

$$
\xi_{10}^{(13,1 ; 13,2)}=\xi_{10}^{(13)}=\xi_{01}^{(13)}=\xi_{1}^{(12)}=\xi_{1}^{(12,13)}
$$

So, under $H_{0}$,

$$
\begin{equation*}
\tau_{2\left(g, g^{\prime}\right)}^{2}=\left[\frac{\left(N_{g}+N_{g^{\prime}}\right)}{N_{g} N_{g^{\prime}}}-\frac{8}{M}\right] \xi_{1}^{(12)}+\sigma_{1}^{2} \tag{5.25}
\end{equation*}
$$

As in $B S S$,

$$
A B S S \sim \sum_{i=1}^{G(G-1) / 2} \lambda_{i}\left(\chi_{1}^{2}\right)_{i}
$$

where $\lambda_{i}$ 's are the characteristic roots of $\boldsymbol{\Sigma}_{2}=\operatorname{Var}\left(\mathbf{D}_{2}\right)$. The diagonal elements of $\boldsymbol{\Sigma}_{2}$ are $N_{g} N_{g^{\prime}} \tau_{2\left(g, g^{\prime}\right)}^{2}$ and, if all groups are different, the off-diagonal elements are

$$
\begin{equation*}
\sqrt{N_{g} N_{g^{\prime}} N_{g^{\dagger}} N_{g^{\ddagger}}} \operatorname{Cov}\left(\bar{D}_{.}^{\left(g, g^{\prime}\right)}-\bar{D}_{.}, \bar{D}_{.}^{\left(g^{\dagger}, g^{\ddagger}\right)}-\bar{D} .\right)=\sqrt{N_{g} N_{g^{\prime}} N_{g^{\dagger}} N_{g^{\ddagger}}}\left(-\frac{8}{M} \xi_{1}^{(12)}+\sigma_{1}^{2}\right) \tag{5.26}
\end{equation*}
$$

and if there is one group in common, i.e., $g=g^{\dagger}$ or $g^{\prime}=g^{\dagger}$,

$$
\begin{equation*}
N_{g} \sqrt{N_{g^{\prime}} N_{g^{\dagger}}} \operatorname{Cov}\left(\bar{D}^{\left(g, g^{\prime}\right)}-\bar{D} ., \bar{D}^{\left(g, g^{\dagger}\right)}-\bar{D} .\right)=N_{g} \sqrt{N_{g^{\prime}} N_{g^{\dagger}}}\left(\frac{\xi_{1}^{(12)}}{N_{g}}-\frac{8 \xi_{1}^{(12)}}{M}+\sigma_{1}^{2}\right) \tag{5.27}
\end{equation*}
$$

Now

$$
\mathrm{E}_{0}(A B S S)=\operatorname{trace}\left(\boldsymbol{\Sigma}_{2}\right)=\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}} \tau_{2\left(g, g^{\prime}\right)}^{2}
$$

$$
\operatorname{Var}_{0}(A B S S)=\operatorname{trace}\left(\boldsymbol{\Sigma}_{2}\right)^{2}
$$

The corresponding mean-square term is defined as

$$
A B M S=\frac{A B S S}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}}=\frac{\mathbf{D}_{2}^{\prime} \mathbf{D}_{2}}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}}
$$

Then

$$
\begin{gathered}
\mathrm{E}_{0}(A B M S)=\frac{\operatorname{trace}\left(\boldsymbol{\Sigma}_{2}\right)}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}}=\frac{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}} \tau_{2\left(g, g^{\prime}\right)}^{2}}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}} \\
\operatorname{Var}_{0}(A B M S)=\frac{\operatorname{trace}\left(\boldsymbol{\Sigma}_{2}\right)^{2}}{\left[\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}\right]^{2}}
\end{gathered}
$$

## 6. Test Statistics

One alternative is to compare $W M S$ with $A W M S$. Let $T_{1}=\frac{W M S}{A W M S}$. Under $H_{0}$,

$$
\begin{aligned}
& W M S \\
& A W M S
\end{aligned}=\frac{\frac{\sum_{g=1}^{G}\left(N_{g}-2\right)\left(N_{g}-3\right)}{2 \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left\{\mu_{2}+\frac{4}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(2) 1}\left(\mathbf{X}_{i}\right)-\mu_{2}\right)\right\}+O_{p}\left(N_{0}^{-1}\right)}{\frac{\sum_{g<g^{\prime}}\left(N_{g}-1\right)\left(N_{g^{\prime}}-1\right)}{2 \sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}}\left\{\mu_{2}+\frac{2}{N_{g}} \sum_{i=1}^{N_{g}}\left(\Psi_{(2) 1}\left(\mathbf{X}_{i}\right)-\mu_{2}\right)+\frac{2}{N_{g^{\prime}}} \sum_{i=1}^{N_{g^{\prime}}}\left(\Psi_{(2) 1}\left(\mathbf{X}_{i}\right)-\mu_{2}\right)\right\}+O_{p}\left(N_{0}^{-1}\right)}
$$

Provided that $N_{0}=\min _{1 \leq g \leq G}\left(N_{g}\right)$ and $N_{g}=O\left(N_{0}\right), \forall g=1, \ldots G$, we have that $\frac{W M S}{A W M S} \xrightarrow{p} 1$ as $N_{0} \rightarrow \infty$, i.e, asymptotically the distribution of $\frac{W M S}{A W M S}$ is degenerate.

By (5.21) and (5.22) we have that $\boldsymbol{\Sigma}_{1}=O\left(N_{0}\right)$ and by (5.25), (5.26) and (5.27), $\boldsymbol{\Sigma}_{2}=O\left(N_{0}\right)$ ).

$$
B M S=\frac{B S S}{\sum_{g=1}^{G}\binom{N_{g}}{2}} \sim \frac{\sum_{g=1}^{G} \lambda_{1 g}\left(\chi_{1}^{2}\right)_{g}}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}
$$

where $\lambda_{1 g}$ 's are the characteristic roots of $\operatorname{Var}\left(\mathbf{D}_{1}\right)=\boldsymbol{\Sigma}_{1}$.

$$
A B M S=\frac{A B S S}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}} \sim \frac{1}{\sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}} \sum_{i=1}^{G(G-1) / 2} \lambda_{2 i}\left(\chi_{1}^{2}\right)_{i}
$$

where $\lambda_{2 i}$ 's are the characteristic roots of $\operatorname{Var}\left(\mathbf{D}_{2}\right)=\boldsymbol{\Sigma}_{2}$.
Also, under $H_{0}$, by theoretical results pertaining to U -statistics

$$
\sqrt{N_{g}}\left(W M S-\mu_{2} / 2\right) \rightarrow \mathrm{N}\left(0,4 \xi_{1}^{(2)}\right)
$$

and

$$
\sqrt{N_{0}}\left(A W M S-\mu_{2} / 2\right) \rightarrow \mathrm{N}\left(0, \xi_{1}^{(2)}\right)
$$

Thus,

$$
B M S=O_{p}\left(N_{0}^{-1}\right) \quad \text { and } \quad A B M S=O_{p}\left(N_{0}^{-1}\right)
$$

while

$$
W M S=O_{p}\left(N_{g}^{-1 / 2}\right) \quad \text { and } \quad A W M S=O_{p}\left(N_{0}^{-1 / 2}\right)
$$

Define

$$
T_{N, 2} \equiv N_{0}\left(\frac{B M S}{W M S}\right) \quad \text { and } \quad T_{N, 3} \equiv N_{0}\left(\frac{A B M S}{A W M S}\right)
$$

Since, $B M S$ and $A B M S$ are the dominating terms in $T_{N, 2}$ and $T_{N, 3}$, respectively, we can write

$$
T_{N, 2}=\frac{2 N_{0}(B M S)}{\mu_{2}}+O_{p}\left(N_{0}^{-1 / 2}\right)
$$

and

$$
T_{N, 3}=\frac{2 N_{0}(A B M S)}{\mu_{2}}+O_{p}\left(N_{0}^{-1 / 2}\right)
$$

Therefore,

$$
T_{N, 2} \sim \frac{2 N_{0}}{\mu_{2}} \frac{\sum_{g=1}^{G} \lambda_{1 g}\left(\chi_{1}^{2}\right)_{g}}{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}
$$

and

$$
T_{N, 3} \sim \frac{2 N_{0}}{\mu_{2} \sum_{g<g^{\prime}} N_{g} N_{g^{\prime}}} \sum_{i=1}^{G(G-1) / 2} \lambda_{2 i}\left(\chi_{1}^{2}\right)_{i}
$$

Because the elements of $\boldsymbol{\Sigma}_{1}$ and $\boldsymbol{\Sigma}_{2}$ are unknown, the characteristic roots of these matrices are also unknown. Therefore, the above distributions do not have a closed analytic form and we call upon resampling methods, such as the bootstrap, to generate the reference distribution for the test statistic.

## 7. Power of the Tests

## Lemma 1

Let $\mathbf{T}_{n}$ be a vector of random variables that can be expressed as

$$
\mathbf{T}_{n}=\boldsymbol{\nu}+\frac{1}{\sqrt{n}} \mathbf{U}_{n}+\mathbf{R}_{n}
$$

where $\mathbf{R}_{n}=O_{p}\left(n^{-1}\right)$.
If $Q(\mathbf{T})=\mathbf{T}^{\prime} \mathbf{A} \mathbf{T}$ is a quadratic form on $\mathbf{T}$. Then,

$$
\begin{aligned}
Q(\mathbf{T}) & =\mathbf{T}^{\prime} \mathbf{A} \mathbf{T}=\left\{\boldsymbol{\nu}+\frac{1}{\sqrt{n}} \mathbf{U}_{n}+\mathbf{R}_{n}\right\}^{\prime} \mathbf{A}\left\{\boldsymbol{\nu}+\frac{1}{\sqrt{n}} \mathbf{U}_{n}+\mathbf{R}_{n}\right\} \\
& =Q(\boldsymbol{\nu})+\frac{2}{\sqrt{n}} \boldsymbol{\nu}^{\prime} \mathbf{A} \mathbf{U}_{n}+\frac{1}{n} Q\left(\mathbf{U}_{n}\right)+2 \boldsymbol{\nu}^{\prime} \mathbf{A} \mathbf{R}_{n}+O_{p}\left(n^{-3 / 2}\right)
\end{aligned}
$$

If $\boldsymbol{\nu}=\mathbf{0}$ then $Q(\mathbf{T})=\frac{1}{n} Q\left(\mathbf{U}_{n}\right)+O_{p}\left(n^{-3 / 2}\right)$.

In our case, $\mathbf{T}=\mathbf{D}_{1}$ and the quadratic form is $Q\left(\mathbf{D}_{1}\right)=\mathbf{D}_{1}^{\prime} \mathbf{D}_{1}$. Note that we can write,

$$
\begin{aligned}
\mathbf{D}_{1}^{\prime} \mathbf{D}_{1} & =\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} \cdot\right)^{2}=\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} \cdot-\nu_{1}\right)^{2} \\
& +2 \nu_{1} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}^{g}-\bar{D} \cdot-\nu_{1}\right)+\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right) \nu_{1}^{2}
\end{aligned}
$$

Let $\mathbf{V}_{N}=\mathbf{D}_{1}-\boldsymbol{\nu}_{1}$, where $\boldsymbol{\nu}_{1}$ is a vector $G \times 1$ with elements $\sqrt{N_{g}\left(N_{g}-1\right)} \nu_{1}, g=1, \ldots, G$ and $\nu_{1}$ is given by (5.14). Then, $\mathrm{E}\left(\mathbf{V}_{N}\right)=\mathbf{0}$ and $\operatorname{Var}\left(\mathbf{V}_{N}\right)=\operatorname{Var}\left(\mathbf{D}_{1}\right)=\boldsymbol{\Sigma}_{1}=N_{0} \boldsymbol{\Sigma}_{1}^{\star}=O\left(N_{0}\right)$. Therefore,

$$
Q\left(\mathbf{D}_{1}\right)=\mathbf{D}_{1}^{\prime} \mathbf{D}_{1}=\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}+2 \boldsymbol{\nu}_{1}^{\prime} \mathbf{V}_{N}+\boldsymbol{\nu}_{1}^{\prime} \boldsymbol{\nu}_{1}
$$

Since $\frac{\mathbf{V}_{N}}{\sqrt{N_{0}}} \sim N\left(\mathbf{0}, \boldsymbol{\Sigma}_{1}^{\star}\right)$,

$$
\frac{\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}}{N_{0}} \sim \sum_{g=1}^{G} \lambda_{g}^{\star}\left(\chi_{1}^{2}\right)_{g}
$$

where $\lambda_{g}^{\star}$ are the characteristic roots of $\boldsymbol{\Sigma}_{1}^{\star}$. Also,

$$
\frac{2 \boldsymbol{\nu}_{1}^{\prime} \mathbf{V}_{N}}{\sqrt{N_{0}}} \sim \mathrm{~N}\left(\mathbf{0}, 4 \boldsymbol{\nu}_{1}^{\prime} \boldsymbol{\Sigma}_{1}^{\star} \boldsymbol{\nu}_{1}\right) \quad \text { or } \quad \frac{2 \boldsymbol{\nu}_{1}^{\prime} \mathbf{V}_{N}}{N_{0}^{3 / 2}} \sim \mathrm{~N}\left(\mathbf{0}, 4 \nu_{1}^{2} \boldsymbol{\Sigma}_{1}^{\star}\right)
$$

With the above results, we can see that $\mathbf{V}_{N}=O_{p}\left(N_{0}^{1 / 2}\right), \mathbf{V}_{N}^{\prime} \mathbf{V}_{N}=O_{p}\left(N_{0}\right)$ and $\boldsymbol{\nu}_{1}^{\prime} \mathbf{V}_{N}=O_{p}\left(N_{0}^{3 / 2}\right)$.
Now,

$$
\begin{aligned}
& T_{N, 2}=\frac{2 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \mathbf{V}_{N}^{\prime} \mathbf{V}_{N}+\frac{4 N_{0}^{3 / 2} \boldsymbol{\nu}_{1}^{\prime}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left(\frac{\mathbf{V}_{N}}{\sqrt{N_{0}}}\right)+\frac{2 N_{0}}{\mu_{2}} \nu_{1}^{2}+O_{p}\left(N_{0}^{-1 / 2}\right) \\
&\left(\frac{T_{N, 2}-2 N_{0} \nu_{1}^{2} / \mu_{2}}{4 N_{0}^{5 / 2} \nu_{1} /\left[\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right]}\right)=\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}^{g}-\bar{D} .-\nu_{1}\right)^{2}}{2 N_{0}^{3 / 2} \nu_{1}} \\
&+\frac{1}{N_{0}^{3 / 2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}^{g}-\bar{D} .-\nu_{1}\right)+O_{p}\left(N_{0}^{-1}\right)}
\end{aligned}
$$

Note that

$$
\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{0}^{g}-\bar{D} \cdot-\nu_{1}\right)^{2}}{2 N_{0}^{3 / 2} \nu_{1}}=O_{p}\left(N_{0}^{-1 / 2}\right)
$$

since $\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} \cdot-\nu_{1}\right)^{2}}{N_{0}}=\frac{\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}}{N_{0}}=O_{p}(1)$
and

$$
\frac{1}{N_{0}^{3 / 2}} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} \cdot-\nu_{1}\right)=O_{p}(1)
$$

since

$$
\frac{\nu_{1}}{N_{0}^{3 / 2}} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} .-\nu_{1}\right)=\frac{\boldsymbol{\nu}_{1}^{\prime} \mathbf{V}_{N}}{N_{0}^{3 / 2}}=O_{p}(1)
$$

So, for a fixed $\nu_{1} \neq 0$, as $N_{0} \rightarrow \infty$,

$$
\left(\frac{T_{N, 2}-2 N_{0} \nu_{1}^{2} / \mu_{2}}{4 N_{0}^{5 / 2} \nu_{1} /\left[\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right]}\right)=\frac{1}{N_{0}^{3 / 2}} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} .-\nu_{1}\right)+O_{p}\left(N_{0}^{-1 / 2}\right)
$$

Thus,

$$
\mathrm{P}\left(T_{N, 2}>\nu_{1}\right)=\mathrm{P}\left(Z>\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right) \frac{\left(\mu_{2}-2 N_{0} \nu_{1}\right)}{4 N_{0}^{5 / 2}}\right) \rightarrow 1, \quad \text { as } N_{0} \rightarrow \infty
$$

i.e., this test is consistent.

Now, consider a local alternative hypothesis. Let $\nu_{1}=\frac{1}{\sqrt{N_{0}}} \gamma_{1}^{\star}$, where $\gamma_{1}^{\star}$ is a constant. Then,

$$
\begin{aligned}
& T_{N, 2}=\frac{2 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \mathbf{V}_{N}^{\prime} \mathbf{V}_{N} \\
& \\
& +\frac{4 \gamma_{1}^{\star}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left[\sqrt{\left.N_{0} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}^{g}-\bar{D} \cdot-\frac{1}{\sqrt{N_{0}}} \gamma_{1}^{\star}\right)\right]}\right. \\
& \\
& \left(\frac{2}{\mu_{2}\left(\gamma_{1}^{\star}\right)^{2}+O_{p}\left(N_{0}^{-1 / 2}\right)}\right. \\
& \left(\begin{array}{l}
T_{N, 2}-2\left(\gamma_{1}^{\star}\right)^{2} / \mu_{2} \\
4 \gamma_{1}^{\star} N_{0}^{2} /\left(\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right)
\end{array}=\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} \cdot-\frac{1}{\sqrt{N_{0}}} \gamma_{1}^{\star}\right)^{2}}{2 N_{0} \gamma_{1}^{\star}}\right. \\
&
\end{aligned}
$$

Note that

$$
\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} .-\frac{1}{\sqrt{N_{0}}} \gamma_{1}^{\star}\right)^{2}}{2 N_{0} \gamma_{1}^{\star}}=O_{p}(1) \quad \text { and } \quad \frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\left(\bar{D}_{\cdot}^{g}-\bar{D} \cdot-\frac{1}{\sqrt{N}} \gamma_{1}^{\star}\right)}{N_{0}^{3 / 2}}=O_{p}(1)
$$

Therefore, $T_{N, 2}$ no longer follows a Normal distribution as $N_{0} \rightarrow \infty$. It is a convolution of a linear combination of chi-square random variables and a normal random variable:

$$
T_{N, 2}=\frac{2 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \mathbf{V}_{N}^{\prime} \mathbf{V}_{N}+\frac{4 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left(\gamma_{1}^{\star}\right)^{\prime} \mathbf{V}_{N}+\frac{2\left(\gamma_{1}^{\star}\right)^{2}}{\mu_{2}}+O_{p}\left(N_{0}^{-1 / 2}\right),
$$

where $\gamma_{1}^{\star}=\left(\sqrt{N_{1}\left(N_{1}-1\right)} \frac{\gamma_{1}^{\star}}{\sqrt{N_{0}}}, \ldots, \sqrt{N_{G}\left(N_{G}-1\right)} \frac{\gamma_{1}^{\star}}{\sqrt{N_{0}}}\right)^{\prime}$.

$$
T_{N, 2} \sim \frac{2 N_{0}^{2}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \sum_{g=1}^{G} \lambda_{1 g}^{\star}\left(\chi_{1}^{2}\right)_{g}+\mathrm{N}\left(\mathbf{0}, \frac{16 N_{0}^{3}}{\mu_{2}^{2}\left[\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)\right]^{2}}\left(\gamma_{1}^{\star}\right)^{\prime} \boldsymbol{\Sigma}_{1}^{\star} \gamma_{1}^{\star}\right)+\frac{2\left(\gamma_{1}^{\star}\right)^{2}}{\mu_{2}}
$$

where $\lambda_{1 g}^{\star}$ are the characteristic roots of $\boldsymbol{\Sigma}_{1}^{\star}$.
Now, let us find out whether $\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}$ and $\left(\gamma_{1}^{\star}\right)^{\prime} \mathbf{V}_{N}$ are independent. $\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}$ and $\left(\gamma_{1}^{\star}\right)^{\prime} \mathbf{V}_{N}$ are independent if and only if $\left(\gamma_{1}^{\star}\right)^{\prime} \boldsymbol{\Sigma}_{1}=\mathbf{0}$ (Searle, 1971).

Recall that
$\boldsymbol{\Sigma}_{1}=\left(\begin{array}{cccc}N_{1}\left(N_{1}-1\right) \tau_{11}^{2} & \sqrt{N_{1}\left(N_{1}-1\right) N_{2}\left(N_{2}-1\right)} \tau_{112} & \ldots & \sqrt{N_{1}\left(N_{1}-1\right) N_{G}\left(N_{G}-1\right)} \tau_{11 G} \\ \sqrt{N_{1}\left(N_{1}-1\right) N_{2}\left(N_{2}-1\right)} \tau_{112} & N_{2}\left(N_{2}-1\right) \tau_{12}^{2} & \ldots & \sqrt{N_{2}\left(N_{2}-1\right) N_{G}\left(N_{G}-1\right)} \tau_{12 G} \\ \vdots & \vdots & \ddots & \vdots \\ \sqrt{N_{1}\left(N_{1}-1\right) N_{G}\left(N_{G}-1\right)} \tau_{11 G} & \sqrt{N_{2}\left(N_{2}-1\right) N_{G}\left(N_{G}-1\right)} \tau_{12 G} & \ldots & N_{G}\left(N_{G}-1\right) \tau_{1 G}^{2}\end{array}\right)$
where

$$
\begin{aligned}
\tau_{1 g}^{2} & =4 \xi_{1}^{(12)}\left\{\frac{1}{N_{g}}+\frac{\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)^{2}}{M^{2}(M-1)^{2}}+\sum_{g<g^{\prime}} \frac{N_{g} N_{g^{\prime}}\left(N_{g^{\prime}}+N_{g}\right)}{M^{2}(M-1)^{2}}+2 \sum_{g \neq g^{\prime} \neq g^{\dagger}} \frac{N_{g} N_{g^{\prime}} N_{g^{\dagger}}}{M^{2}(M-1)^{2}}\right. \\
& \left.+2 \sum_{g=1}^{G} \sum_{g^{\prime}=g+1}^{G} \frac{N_{g}\left(N_{g}-1\right) N_{g^{\prime}}}{M^{2}(M-1)^{2}}-2 \frac{\left(N_{g}-1\right)}{M(M-1)}-2 \frac{\left(M-N_{g}\right)}{M(M-1)}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\tau_{1 g g^{\prime}} & =\left(\frac{4 \xi_{1}^{(12)}}{M}\right)\left[-2+\frac{1}{M(M-1)^{2}}\left(\sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)^{2}+\sum_{1 \leq g<g^{\prime} \leq G} N_{g} N_{g^{\prime}}\left(N_{g}+N_{g^{\prime}}\right)\right.\right. \\
& \left.\left.+2 \sum_{\substack{1 \leq g, g^{\prime}, g \nmid \leq G \\
g \neq g^{\prime} \neq g^{\dagger}}} N_{g} N_{g^{\prime}} N_{g^{\dagger}}+2 \sum_{g=1}^{G} \sum_{g^{\prime}=g+1}^{G} N_{g}\left(N_{g}-1\right) N_{g^{\prime}}\right)\right]
\end{aligned}
$$

Then, the first element of $\left(\gamma_{1}^{\star}\right)^{\prime} \boldsymbol{\Sigma}_{1}$ is

$$
\frac{\gamma_{1}^{\star}}{\sqrt{N_{0}}} \sqrt{N_{1}\left(N_{1}-1\right)}\left[N_{1}\left(N_{1}-1\right) \tau_{11}^{2}+\sum_{g=2}^{G} N_{g}\left(N_{g}-1\right) \tau_{11 g}\right]
$$

and

$$
\begin{aligned}
& \frac{\gamma_{1}^{\star}}{\sqrt{N_{0}}} \sqrt{N_{1}\left(N_{1}-1\right)}\left[N_{1}\left(N_{1}-1\right) \tau_{11}^{2}+\sum_{g=2}^{G} N_{g}\left(N_{g}-1\right) \tau_{11 g}\right]=0 \\
& \quad \Leftrightarrow N_{1}=1 \text { or all } N_{g}^{\prime} s=1 \text { or }\left(\tau_{11}^{2}=0 \text { and all } \tau_{11 g}\right)=0
\end{aligned}
$$

So, $\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}$ and $\left(\gamma_{1}^{\star}\right)^{\prime} \mathbf{V}_{N}$ are independent if and only if $N_{1}=1$ or all $N_{g}$ 's $=1$ or $\left(\tau_{11}^{2}=0\right.$ and all $\left.\tau_{11 g} ' s\right)=0$, which is not the case here.

Now, write

$$
\left[\mathbf{V}_{N}^{\prime} \mathbf{V}_{N}+2\left(\boldsymbol{\gamma}_{1}^{\star}\right)^{\prime} \mathbf{V}_{N}+\left(\boldsymbol{\gamma}_{1}^{\star}\right)^{\prime} \boldsymbol{\gamma}_{1}^{\star}\right]=\left[\left(\mathbf{V}_{N}+\gamma_{1}^{\star}\right)^{\prime}\left(\mathbf{V}_{N}+\gamma_{1}^{\star}\right)\right]
$$

and

$$
\begin{aligned}
T_{N, 2} & =\frac{2 N_{0}}{\mu_{2}}(B M S)+O_{p}\left(N_{0}^{-1 / 2}\right)=\frac{2 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \mathbf{D}_{1}^{\prime} \mathbf{D}_{1}+O_{p}\left(N_{0}^{-1 / 2}\right) \\
& =\frac{2 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)}\left(\mathbf{V}_{N}+\gamma_{1}^{\star}\right)^{\prime}\left(\mathbf{V}_{N}+\gamma_{1}^{\star}\right)+O_{p}\left(N_{0}^{-1 / 2}\right)
\end{aligned}
$$

Note that $\left(\mathbf{V}_{N}+\gamma_{1}^{\star}\right) \sim \mathrm{N}\left(\gamma_{1}^{\star}, \boldsymbol{\Sigma}_{1}\right),\left(\frac{\mathbf{V}_{N}}{\sqrt{N_{0}}}+\boldsymbol{\gamma}_{1}^{\star}\right) \sim \mathrm{N}\left(\gamma_{1}^{\star}, \boldsymbol{\Sigma}_{1}^{\star}\right)$ and

$$
\mathbf{D}_{1} \sim \mathrm{~N}\left(\boldsymbol{\nu}_{1}, \boldsymbol{\Sigma}_{1}\right) \quad \text { or } \quad \frac{\mathbf{D}_{1}}{\sqrt{N_{0}}} \sim \mathrm{~N}\left(\boldsymbol{\gamma}_{1}^{\star}, \boldsymbol{\Sigma}_{1}^{\star}\right)
$$

The distribution of $\frac{\mathbf{D}_{1}^{\prime} \mathbf{D}_{1}}{N_{0}}$ can also be derived the following way.
Let $\mathbf{P}$ be a $G \times G$ orthogonal matrix (i.e., $\mathbf{P}^{\prime} \mathbf{P}=\mathbf{I}$ ) such that $\mathbf{P} \boldsymbol{\Sigma}_{1}^{\star} \mathbf{P}^{\prime}=\boldsymbol{\Lambda}$, where $\boldsymbol{\Lambda}$ is a diagonal matrix, and

$$
\mathbf{Y}=\mathbf{P} \frac{\mathbf{D}_{1}}{\sqrt{N_{0}}} \Rightarrow \frac{\mathbf{D}_{1}}{\sqrt{N_{0}}}=\mathbf{P}^{\prime} \mathbf{Y}
$$

Then,

$$
\mathbf{Y} \sim \mathrm{N}\left(\mathbf{P} \boldsymbol{\gamma}_{1}^{\star}, \boldsymbol{\Lambda}\right) \quad \text { and } \quad \frac{\mathbf{D}_{1}^{\prime} \mathbf{D}_{1}}{N_{0}}=\mathbf{Y}^{\prime} \mathbf{P} \mathbf{P}^{\prime} \mathbf{Y}=\mathbf{Y}^{\prime} \mathbf{Y}
$$

Hence,

$$
\begin{equation*}
\frac{\mathbf{D}_{1}^{\prime} \mathbf{D}_{1}}{N_{0}}=\mathbf{Y}^{\prime} \mathbf{Y} \sim \sum_{i=1}^{G} \lambda_{i}\left(\chi_{1}^{2}\left(\delta_{i}\right)\right) \tag{7.1}
\end{equation*}
$$

where $\delta_{i}=\frac{\left(\nu_{1 i}^{\star}\right)^{2}}{\lambda_{i}}, \lambda_{i}$ 's are the diagonal elements of the diagonal matrix $\boldsymbol{\Lambda}$ and $\nu_{1 i}^{\star}$ is the $i$ th row of the vector $\boldsymbol{\nu}_{1}^{\star}=\mathbf{P} \boldsymbol{\gamma}_{1}^{\star}$. By (7.1),

$$
T_{N, 2}=\frac{2 N_{0}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \mathbf{D}_{1}^{\prime} \mathbf{D}_{1} \sim \frac{2 N_{0}^{2}}{\mu_{2} \sum_{g=1}^{G} N_{g}\left(N_{g}-1\right)} \sum_{i=1}^{G} \lambda_{i}\left(\chi_{1}^{2}\left(\delta_{i}\right)\right)_{i}
$$

Since we have a linear combination of non-central chi-square random variables, when $\nu_{1}=\frac{\gamma_{1}^{\star}}{\sqrt{N_{0}}}$,

$$
\mathrm{P}\left(T_{N, 2}>\nu_{1}\right) \rightarrow 1 \text { as } N_{0} \rightarrow \infty
$$

As the distribution of $T_{N, 3}$ is similar to the distribution of $T_{N, 2}$, the above results about consistency and power of the test apply to $T_{N, 3}$.

## 8. Data analysis

The data set consists of three groups of HIV infected individuals. The interest is to compare the env gene V3 loops from B clade macrophage-tropic, B clade t -cell adapted and clade C sequences. There is a hypothesis which says that clade C is like B clade macrophage-tropic sequences. For this data set there are 356 independent sequences from B clade macrophage-tropic, 140 B clade t-cell adapted sequences and 151 clade C sequences. The sequences are all at the amino acid level with 35 positions long and they can be downloaded from the Los Alamos repository at the address http://hiv-web.lanl.gov

Since the elements of $\boldsymbol{\Sigma}_{1}$ and $\boldsymbol{\Sigma}_{2}$ are unknown, the characteristic roots of these matrices are also unknown and the distributions of the test statistics do not have a closed analytic form. In view of this, we call upon resampling techniques, such as the bootstrap. Here is a summary of the procedure:

1. Compute the statistics $T_{N 2}$ and $T_{N 3}$ from the data set.
2. Sample 356 sequences for the B clade macrophage-tropic group, 140 sequences for B clade t-cell adapted group and 151 for clade $C$ group with replacement from the pooled sample, i.e., the combined groups.
3. Recompute the test statistics $T_{N 2}$ and $T_{N 3}$ from this sample and store it.
4. Repeat steps 2 and $3 R$ times ( $R$ should be at least 1,000 ).

The p-values for the tests are then $\frac{\# T_{N 2}^{\prime} s \geq T_{N 2} o b s}{R}$ and $\frac{\# T_{N 3}^{\prime} s \geq T_{N 3} o b s}{R}$.
The results are

$$
T_{N 2} o b s=5.235 \quad T_{N 3} o b s=0.4173
$$

For $R=10,000$, the percentiles of the bootstrap distribution are given in Table 1.

Table 1: Percentiles of the Bootstrap Distribution

| Statistic | $1 \%$ | $5 \%$ | $95 \%$ | $99 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| $T_{N 2}$ | 1.275 | 1.290 | 1.544 | 1.574 |
| $T_{N 3}$ | 0.399 | 0.404 | 0.457 | 0.459 |

When comparing the three groups, the observed p-value for $T_{N 2}$ is less than $1 / 10001$ and for $T_{N 3}$ is 0.7586. Therefore, we can say that relative to the within-clade variation, there is significant variability between the three clades, but relative to the across-within-clade, there is no significant variability acrossbetween the three clades.

Since we found a significant variability among the three clades, we now need to compare the variability of the groups two by two. Using the same procedure described above, we get:

For the comparison of B clade macrophage-tropic group and B clade t-cell adapted group,

$$
T_{N 2} o b s=5.7975 \quad T_{N 3} o b s=2.9928
$$

For $R=20,000$, the percentiles of the bootstrap distribution are given in Table 2.

Table 2: Percentiles of the Bootstrap Distribution

| Statistic | $1 \%$ | $5 \%$ | $95 \%$ | $99 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| $T_{N 2}$ | 1.5524 | 1.5954 | 1.7682 | 1.8006 |
| $T_{N 3}$ | 0.7929 | 0.8028 | 0.8463 | 0.8546 |

When comparing these two groups, the observed p-value for $T_{N 2}$ and $T_{N 3}$ are less than $1 / 20001$. Therefore, we can say that relative to the within-clade variation, there is significant variability between the B clade macrophage-tropic group and the B clade t-cell adapted group and relative to the across-within-clade, there is significant variability across-between the two clades.

For the comparison of B clade macrophage-tropic group and clade C group,

$$
T_{N 2} o b s=4.6724 \quad T_{N 3} o b s=2.3057
$$

For $R=20,000$, the percentiles of the bootstrap distribution are given in Table 3.

Table 3: Percentiles of the Bootstrap Distribution

| Statistic | $1 \%$ | $5 \%$ | $95 \%$ | $99 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| $T_{N 2}$ | 1.4181 | 1.4331 | 1.4989 | 1.5130 |
| $T_{N 3}$ | 0.8964 | 0.9075 | 0.9579 | 0.9682 |

When comparing these two groups, the observed p-value for $T_{N 2}$ and for $T_{N 3}$ are less than $1 / 20001$. Therefore, we can say that relative to the within-clade variation, there is significant variability between the B clade macrophage-tropic group and the clade C group. Also, relative to the across-within-clade, there is significant variability across-between the two clades.

Comparing B clade t-cell adapted group and clade C group,

$$
T_{N 2} o b s=5.0621 \quad T_{N 3} o b s=1.1312
$$

For $R=20,000$, the percentiles of the bootstrap distribution are given in Table 4.

Table 4: Percentiles of the Bootstrap Distribution

| Statistic | $1 \%$ | $5 \%$ | $95 \%$ | $99 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| $T_{N 2}$ | 3.2125 | 3.4611 | 4.9459 | 5.3518 |
| $T_{N 3}$ | 2.0066 | 2.1183 | 2.6653 | 2.7810 |

When comparing these two groups, the observed p-value for $T_{N 2}$ is 0.0335 and for $T_{N 3}$ is 1 . Therefore, we can say that relative to the within-clade variation, there is significant variability between the B clade t-cell adapted group and the clade C group, but relative to the across-within-clade, there is no significant variability across-between the two clades.
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