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#### Abstract

An efficient non-overlapping domain decomposition algorithm of the Neumann-Neumann type for solving both coercive and semicoercive frictionless contact problems of elasticity has been recently presented. The method reduces, by the duality theory of convex programming, the discretized problem to a quadratic programming problem with simple bounds and equality constraints on the contact interface. This dual problem is further modified by means of orthogonal projectors to the natural coarse space, and the resulting problem is solved by an augmented Lagrangian type algorithm. The projectors guarantee an optimal rate of convergence for the solution of auxiliary linear problems by the conjugate gradients method. With this approach, it is possible to deal separately with each body or subdomain, so that the algorithm can be implemented in parallel. In this paper, an efficient parallel implementation of this method is presented, together with numerical experiments that indicate the high parallel scalability of the algorithm.
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## 1 Introduction.

Duality based domain decomposition methods proved to be practical and efficient tools for parallel solution of large elliptic boundary value problems [15, 16, 23]. Using this approach, a body is partitioned into non-overlapping subdomains, for each subdomain is defined an elliptic problem with Neumann boundary conditions on the subdomain interfaces, and intersubdomain field continuity is enforced via Lagrange multipliers. The Lagrange multipliers are evaluated by solving a relatively well conditioned dual problem of small size that may be efficiently solved by a suitable variant of the conjugate gradient algorithm. The first practical implementations by Farhat and Roux [15, 16] exploited the favorable distribution of the spectrum of the matrix of the smaller problem [22], known also as the dual Schur complement matrix, being an efficient algorithm only with a small number of subdomains. Later, they introduced a "natural coarse problem" whose solution was implemented by auxiliary projectors so that the resulting algorithm became optimal [17, 23]. Recently, the authors have shown how to use the "natural coarse grid" to the solution of a scalar variational inequality [11] and presented an efficient non-overlapping domain decomposition algorithm for solving both coercive and semicoercive frictionless contact problems of elasticity [12].

In this work, we focus on the computational implementation of parallel solution of contact problems. The parallelization is described, analysed and tested for a model problem.

This paper is organized as follows: in Section 2 we present the discretized problem formulation, from the primal to the modified dual by means of preconditioning with projectors. For completeness, in Section 3 we briefly describe the adopted quadratic programming algorithm, based on the augmented Lagrangian technique and adaptive precision control for solving auxiliary problems. In Section 4, the model problem is described, together with its domain decompositions. In Sections 5 and 6, we present a profile of the algorithm and the parallelization scheme, respectively. Numerical results are shown and discussed in Section 7. Finally, some conclusions and future perspectives are presented in Section 8.

## 2 Problem Formulation.

We consider a domain $\Omega$ defined by $s$ homogeneous isotropic elastic bodies in contact, each one occupying, in a reference configuration, a subdomain $\Omega_{p} \subset \mathbb{R}^{d}, d=2,3$, with sufficiently smooth boundary. Imposing equilibrium conditions, after finite element discretization of $\Omega=\Omega_{1} \cup \cdots \cup \Omega_{s}$, with a suitable numbering of nodes and assuming a secondary decomposition, we obtain the quadratic programming problem:

$$
\begin{equation*}
\min \quad \frac{1}{2} u^{T} K u-f^{T} u \quad \text { s.t. } \quad B_{I} u \leq c \quad \text { and } \quad B_{E} u=0, \tag{1}
\end{equation*}
$$

where $K \in \mathbb{R}^{n \times n}$ is symmetric positive definite (or semidefinite) block diagonal (i.e. $K=\operatorname{diag}\left(K_{1}, \ldots, K_{s}\right)$ ), $B_{I} \in \mathbb{R}^{m \times n}$ and $B_{E} \in \mathbb{R}^{\ell \times n}$ are full rank matrices, $f \in \mathbb{R}^{n}$ and $c \in \mathbb{R}^{m}$. The matrix $B_{I}$ and the vector $c$ describe the linearized incremental non-interpenetration conditions, whereas matrix $B_{E}$ ensures continuity of the displacements across auxiliary interfaces. For more details, see $[10,12]$. The vector $f$ describes the nodal forces arising from the volume forces and/or some other imposed tractions. Typically $n$ is large and $m, \ell$ are much smaller than $n$. The diagonal blocks $K_{p}$ that correspond to subdomains $\Omega_{p}$ are positive definite or semidefinite sparse matrices. Moreover, we shall assume that the nodes of the discretization are numbered in such a way that $K_{p}$ are banded matrices that can be effectively decomposed, possibly after some regularization, by means of the Cholesky factorization.

Even though (1) is a standard convex quadratic programming problem, its formulation is not suitable for numerical solution. The reasons are that matrix $K$ is typically ill conditioned, possibly singular and the feasible set is in general so complex that projections into it can hardly be effectivelly computed. Such difficulties may be essentially reduced by applying the duality theory of convex programming (e.g. [5, 6, 10]). Since the regular case has already been discussed [10] we shall assume that the matrix $K$ has a nontrivial null space that defines the natural coarse grid ([23]).

The Lagrangian associated with problem (1) is

$$
\begin{equation*}
L\left(u, \lambda_{I}, \lambda_{E}\right)=\frac{1}{2} u^{T} K u-f^{T} u+\lambda_{I}^{T}\left(B_{I} u-c\right)+\lambda_{E}^{T} B_{E} u \tag{2}
\end{equation*}
$$

where $\lambda_{I}$ and $\lambda_{E}$ are the Lagrange multipliers associated with inequalities and equalities, respectively. Introducing notation

$$
\lambda=\left[\begin{array}{c}
\lambda_{I} \\
\lambda_{E}
\end{array}\right], \quad B=\left[\begin{array}{c}
B_{I} \\
B_{E}
\end{array}\right], \quad \text { and } \quad \hat{c}=\left[\begin{array}{c}
c \\
0
\end{array}\right]
$$

we can write the Lagrangian briefly as

$$
L(u, \lambda)=\frac{1}{2} u^{T} K u-f^{T} u+\lambda^{T}(B u-\hat{c}) .
$$

Problem (1) is equivalent to the saddle point problem

$$
\begin{equation*}
\text { Find }(\bar{u}, \bar{\lambda}) \text { such that } L(\bar{u}, \bar{\lambda})=\sup _{\lambda_{I} \geq 0} \inf _{u} L(u, \lambda) \tag{3}
\end{equation*}
$$

By eliminating $u$ from (3) we obtain

$$
\begin{equation*}
\min \Theta(\lambda) \quad \text { s.t. } \quad R^{T}\left(f-B^{T} \lambda\right)=0 \quad \text { and } \quad \lambda_{I} \geq 0 \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta(\lambda)=\frac{1}{2} \lambda^{T} B K^{\dagger} B^{T} \lambda-\lambda^{T}\left(B K^{\dagger} f-\hat{c}\right), \tag{5}
\end{equation*}
$$

$R$ is a matrix whose columns span the null space of $K$ and $K^{\dagger}$ denotes any matrix that satisfies $K K^{\dagger} K=K$. The essential fact is that the product of $K^{\dagger}$ by a vector should be effectivelly carried out (see e.g. [11, 14]). Once the solution $\lambda$ of (4) is obtained, the vector $u$ that solves (3) can be evaluated by an explicit formula (see $[6,10]$ ).

The Hessian of $\Theta$ is, under reasonable assumptions, positive definite. Besides, it is closely related to that of the basic FETI method by Farhat and Roux $[15,16]$, so that its spectrum is relatively favorably distributed for application of the conjugate gradient method [22].

Even though problem (4) is much more suitable for computations than (1) and was used for efficient solution of contact problems [10], further improvement may be achieved by adapting the results of [17]. Let us denote $F=B K^{\dagger} B^{T}, \widetilde{d}=B K^{\dagger} f, \widetilde{G}=R^{T} B^{T}, \widetilde{e}=R^{T} f$ and let $T$ denote a regular matrix that defines the orthonormalization of the rows of $\widetilde{G}$ so that matrix $G=T \widetilde{G}$ has orthogonal rows. After denoting $e=T \widetilde{e}$, problem (4) reads

$$
\begin{equation*}
\min \quad \frac{1}{2} \lambda^{T} F \lambda-\lambda^{T} \tilde{d} \quad \text { s.t. } \quad G \lambda=e \quad \text { and } \quad \lambda_{I} \geq 0 \tag{6}
\end{equation*}
$$

Next, the equality constraints may be homogeneized by means of an arbitrary $\bar{\lambda}$ that satisfies $G \bar{\lambda}=e$. Denoting $d=\tilde{d}-F \bar{\lambda}$, the modified problem reads

$$
\begin{equation*}
\min \quad \frac{1}{2} \lambda^{T} F \lambda-\lambda^{T} d \quad \text { s.t. } \quad G \lambda=0 \quad \text { and } \quad \lambda_{I} \geq-\bar{\lambda}_{I} . \tag{7}
\end{equation*}
$$

Further improvement can be obtained based on the decomposition of the augmented Lagrangian for problem(7) by the orthogonal projectors $Q=$ $G^{T} G$ and $P=I-Q$ on the image space of $G^{T}$ and on the kernel of $G$, respectively. Indeed, since $P \lambda=\lambda$ for any feasible $\lambda$, problem (7) is equivalent to

$$
\begin{equation*}
\min \quad \frac{1}{2} \lambda^{T} P F P \lambda-\lambda^{T} P d \quad \text { s.t. } \quad G \lambda=0 \quad \text { and } \quad \lambda_{I} \geq-\bar{\lambda}_{I} \tag{8}
\end{equation*}
$$

and the Hessian $H=P F P+\rho Q$ of the augmented Lagrangian

$$
\begin{equation*}
L(\lambda, \mu, \rho)=\frac{1}{2} \lambda^{T}(P F P+\rho Q) \lambda-\lambda^{T} P d+\mu^{T} G \lambda \tag{9}
\end{equation*}
$$

is decomposed by projectors $P$ and $Q$ whose image spaces are invariant subspaces of $H$. The analysis of Axelsson [2] and Dostál [8] together with results of the FETI method [17] provide ingredients to show that the rate of convergence for unconstrained minimization of the augmented Lagrangian (9) depends on neither the penalization parameter $\rho$ nor the discretization parameter. In fact, provided the aspect ratios of both discretization and decomposition are close to one, the number of conjugate gradient iterations is bounded by the square root of the ratio between subdomain and mesh diameters (see $[11,12]$ ).

## 3 Algorithm for Quadratic Programming with Equality Constraints and Simple Bounds.

Our development of an efficient algorithm for the solution of (8) is based on the observation that the solution of such problem may be reduced, by the augmented Lagrangian technique [4, 9], to the solution of a sequence of quadratic programming (QP) problems with simple bounds, and that the latter can be solved much more efficiently than more general QP problems due to the possibility of using projections and results on adaptive precision control in the active set strategy $[3,7,18,19,20]$. Here, for completeness, we briefly describe the QP algorithm proposed in [9], conveniently adjusted to problem (8).

To simplify our notation, let us denote $F_{P}=P F P$ so that the augmented Lagrangian for problem (8) and its gradient are given by

$$
L(\lambda, \mu, \rho)=\frac{1}{2} \lambda^{T} F_{P} \lambda-\lambda^{T} P d+\mu^{T} G \lambda+\frac{1}{2} \rho\|Q \lambda\|^{2}
$$

and

$$
g(\lambda, \mu, \rho)=F_{P} \lambda-P d+G^{T}(\mu+\rho G \lambda)
$$

respectively. The projected gradient $g^{P}=g^{P}(\lambda, \mu, \rho)$ of $L$ at $\lambda$ is then given componentwise by

$$
g_{i}^{P}=g_{i} \text { for } \lambda_{i}>-\bar{\lambda}_{i} \text { or } i \notin I \text { and } g_{i}^{P}=g_{i}^{-} \text {for } \lambda_{i}=-\bar{\lambda}_{i} \text { and } i \in I
$$

with $g_{i}^{-}=\min \left(g_{i}, 0\right)$, where $I$ is the set of indices of constrained entries of $\lambda$.
The algorithm that we describe here may be considered a variant of the one proposed by Conn, Gould and Toint [4] for identification of stationary points of more general problems. However, Algorithm 3.1 is modified to exploit the specific structure of our problem and get improved performance. The most important of such modifications consists in including the adaptive precision control of auxiliary problems in Step 1.

All the parameters that must be defined prior to the application of the algorithm are listed in Step 0, with typical values for our model problem given in brackets.

Algorithm 3.1. (Simple bounded variables and equality constraints)
Step 0. Initialization of parameters. Set $0<\alpha<1$ for equality precision update, $1<\beta$ for penalty update, $\rho_{0}>0$ for initial penalty parameter, $\eta_{0}>0$ for initial equality precision, $M>0$ for balancing ratio, $\varepsilon>0$ for optimality precision, $\mu^{0}$ for the Lagrangian multipliers and $k=0$.

Step 1. Find $\lambda^{k}$ so that $\left\|g^{P}\left(\lambda^{k}, \mu^{k}, \rho_{k}\right)\right\| \leq M\left\|G \lambda^{k}\right\|$, by solving

$$
\min \quad L(\lambda, \mu, \rho) \quad \text { s.t. } \quad \lambda_{I} \geq-\bar{\lambda}_{I}
$$

Step 2. If $\left\|g^{P}\left(\lambda^{k}, \mu^{k}, \rho_{k}\right)\right\| \leq \varepsilon\|d\|$ and $\left\|G \lambda^{k}\right\| \leq \varepsilon\|f\|$ then $\lambda^{k}$ is the solution.

Step 3. If $\left\|G \lambda^{k}\right\| \leq \eta_{k}$
Step 3a. then $\mu^{k+1}=\mu^{k}+\rho_{k} G \lambda^{k}, \quad \rho_{k+1}=\rho_{k}, \quad \eta_{k+1}=\alpha \eta_{k}$
Step 3b. else $\rho_{k+1}=\beta \rho_{k}, \quad \eta_{k+1}=\eta_{k}$
end if.

Step 4. Increase $k$ and return to Step 1.
The implementation of Step 1 may be carried out by means of any algorithm for quadratic minimization with simple bounds (e.g. [3, 7, 18, 19, 20]). The unique solution $\widetilde{\lambda}=\widetilde{\lambda}(\mu, \rho)$ of this auxiliary problem satisfies the Karush-Kuhn-Tucker conditions $g^{P}(\widetilde{\lambda}, \mu, \rho)=0$.

Salient features of this algorithm are that it deals completely separately with each type of constraint and that it accepts inexact solutions of the auxiliary box constrained problems in Step 1. Algorithm 3.1 has been proved to converge for any set of parameters that satisfy the relations prescribed at Step 0 (see [9]). Moreover, the penalty parameter is uniformly bounded and the asymptotic rate of convergence is the same as for the algorithm with exact solution of auxiliary quadratic programming problems (i.e. $M=0$ ).

## 4 A Model Problem and its Domain Decomposition.

We consider the model problem that comes from the finite difference discretization of the following continuous problem

$$
\begin{array}{cl}
\text { Minimize } & q\left(u_{1}, u_{2}\right)=\sum_{i=1}^{2}\left(\int_{\Omega_{i}}\left|\nabla u_{i}\right|^{2} d \Omega-\int_{\Omega_{i}} f u_{i} d \Omega\right) \\
\text { subject to } & u_{1}(0, y) \equiv 0 \text { and } u_{1}(1, y) \leq u_{2}(1, y) \text { for } y \in[0,1]
\end{array}
$$

where $\Omega_{1}=(0,1) \times(0,1), \Omega_{2}=(1,2) \times(0,1), f(x, y)=-5$ for $(x, y) \in$ $(0,1) \times[0.75,1), f(x, y)=0$ for $(x, y) \in(0,1) \times(0,0.75), f(x, y)=-1$ for $(x, y) \in(1,2) \times(0,0.25)$ and $f(x, y)=0$ for $(x, y) \in(1,2) \times(0.25,1)$.

The solution $u \equiv\left(u_{1}, u_{2}\right)$ of the model problem may be interpreted as the displacement of two membranes under the traction $f$, as shown in Figure 1. The left membrane is fixed on the left and the left edge of the right membrane is not allowed to penetrate below the edge of the left membrane. Moreover, both membranes are stretched by normalized horizontal forces. This problem is semicoercive due to the lack of Dirichlet data on the boundary of $\Omega_{2}$, but the solution is unique because the right membrane is pressed down. More details about this model problem, including some other results, may be found in [11, 12].

The model problem was discretized by regular grids defined by the stepsize $h=1 / n$ with $n+1$ nodes in each direction per subdomain $\Omega_{i}, i=1,2$.


Figure 1: Model problem.

Each subdomain $\Omega_{i}$ was decomposed into $n_{x} \times n_{y}$ identical rectangles with dimensions $H_{x}=1 / n_{x}$ and $H_{y}=1 / n_{y}$. According to the values of $n_{y}$, we may have a decomposition into strips $\left(n_{y}=1\right)$ or into a chessboard pattern $\left(n_{y}>1\right)$.


Figure 2: Decomposition into strips.

## 5 A Profile of the Algorithm.

Applying duality theory to (1) greatly reduces the dimension of the problem. In fact, it can be shown that the dimension of the dual problem is $O\left(n n_{x}\right)$, while the primal dimension is $O\left(n^{2}\right)$.

Since the size of the dual problem may be still considerable large,
a very efficient way to carry out step 1 of Algorithm 3.1 consists in applying a conjugate gradient type method to solve the bound-constrained quadratic problem using a modified lumped preconditioner in the form $C^{-1}=$ $P B K B^{T} P+(1 / \rho) G^{T} G$ to accelerate the convergence. In this case, the product of $F=B K^{\dagger} B^{T}$ by a vector has to be computed at least once per iteration. Observing that $F$ includes $K^{\dagger}$, the generalized inverse of the primal stiffness matrix, one can conclude that this product might dominate the overall time of Algorithm 3.1.

Fortunately, the product of $K^{\dagger}$ by a vector can be efficiently performed in parallel, since this matrix is block-diagonal, with $2 n_{x}$ blocks for the decomposition into strips and $2 n_{x} n_{y}$ blocks if the chessboard decomposition is used. Moreover, for our semicoercive model problem, $K^{\dagger}$ contains only two different banded blocks, so storing this matrix is not a main concern even if a distributed parallel environment is used.

Besides the product of $K^{\dagger}$ by a vector, other relevant steps of the computation are

- The Cholesky decomposition of the two distinct diagonal blocks of $K$, used to compute $K^{\dagger}$ times a vector.
- The generation of matrix $G=T \tilde{G}$. In our implementation, this matrix is obtained from the thin QR decomposition of a "condensed" version of $\widetilde{G}^{T}$ (see [13]).
- The product of $F=B K^{\dagger} B^{T}$ by a vector.
- The products of $G$ and $G^{T}$ by a vector.

To obtain an efficient implementation of Algorithm 3.1, it is important to minimize the time spent on generating matrices $K^{\dagger}$ and $G$, since this generation involves matrix decompositions that are difficult to parallelize.

For the model problem, the percentage of the total time that is spent in computing each of the steps described above is presented in Table 1. The chessboard decomposition was defined by setting $n_{y}=n_{x}$. Missing results correspond either to problems that are too large for the available memory or problems so small that the results provided by the profiler were not reliable.

Table 1 indicates that, for the decomposition into strips, the generation of $K^{\dagger}$ is much more expensive than the generation of $G$, so this last product may be neglected. Besides, the problem can be solved more efficiently in

Table 1.
Percentage of the time spent by each routine.

| $n$ | $n_{x}$ | decomposition into strips |  |  |  |  | chessboard decomposition |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \hline \text { chol } \\ K^{\dagger} \end{gathered}$ | $\begin{array}{\|c} \hline q \\ \widetilde{G}^{T} \end{array}$ | Fv | $\begin{gathered} G v, \\ G^{T} v \end{gathered}$ | other | $\begin{gathered} \text { chol } \\ K^{\dagger} \end{gathered}$ | $\begin{gathered} q r \\ \widetilde{G}^{T} \end{gathered}$ | Fv | $\begin{gathered} G v, \\ G^{T} v \end{gathered}$ | other |
| 32 | 2 | 15.6 | 0.0 | 82.9 | 0.2 | 1.3 | - | - |  | - |  |
|  | 4 | 4.5 | 0.5 | 89.5 | 2.2 | 3.3 | - | - | - | - | - |
|  | 8 | 2.1 | 1.0 | 91.2 | 2.6 | 3.1 | - | - | - | - |  |
| 64 | 2 | 27.2 | 0.1 | 72.3 | 0.1 | 0.3 | 5.2 | 0.2 | 93.0 | 0.8 | 0.8 |
|  | 4 | 12.8 | 0.0 | 86.2 | 0.5 | 0.5 | 0.6 | 0.4 | 90.9 | 4.7 | 3.4 |
|  | 8 | 4.8 | 0.1 | 93.1 | 0.9 | 1.1 | 0.1 | 14.5 | 63.5 | 14.7 | 7.2 |
|  | 16 | 1.4 | 0.0 | 95.6 | 1.3 | 1.7 | 0.0 | 85.6 | 7.3 | 5.1 | 2.0 |
|  | 32 | 0.3 | 0.0 | 94.3 | 2.1 | 3.3 | 0.0 | 98.9 | 0.4 | 0.6 | 0.1 |
| 128 | 2 | 30.8 | 0.0 | 69.1 | 0.0 | 0.1 | 5.2 | 0.2 | 93.0 | 0.8 | 0.8 |
|  | 4 | 13.7 | 0.0 | 86.0 | 0.1 | 0.2 | 0.8 | 0.1 | 96.8 | 1.4 | 0.9 |
|  | 8 | 5.4 | 0.0 | 94.0 | 0.3 | 0.3 | 0.1 | 2.0 | 89.5 | 5.0 | 3.4 |
|  | 16 | 1.8 | 0.0 | 97.4 | 0.4 | 0.4 | 0.0 | 64.6 | 25.6 | 6.4 | 3.4 |
|  | 32 | 0.5 | 0.0 | 97.8 | 0.7 | 1.0 | 0.0 | 98.2 | 0.8 | 0.8 | 0.2 |
| 256 | 4 | 16.2 | 0.0 | 83.1 | 0.0 | 0.7 | 0.4 | 0.1 | 98.4 | 0.8 | 0.3 |
|  | 8 | 6.8 | 0.0 | 93.1 | 0.0 | 0.1 | 0.2 | 0.4 | 96.7 | 1.7 | 1.0 |
|  | 16 | 2.5 | 0.0 | 97.1 | 0.1 | 0.3 | 0.0 | 27.0 | 65.9 | 4.4 | 2.7 |
|  | 32 | 0.6 | 0.0 | 98.9 | 0.3 | 0.2 | 0.0 | 95.6 | 3.0 | 1.1 | 0.3 |
| 512 | 4 | - | - | - | - | - | 2.3 | 0.0 | 97.4 | 0.1 | 0.2 |
|  | 8 | - | - | - | - | - | 0.5 | 0.0 | 98.7 | 0.7 | 0.1 |
|  | 16 | - | - | - | - | - | 0.0 | 4.3 | 92.7 | 1.8 | 1.2 |
| 1024 | 16 | - | - | - | - | - | 0.4 | 0.1 | 98.4 | 0.8 | 0.3 |

parallel if the number of strips is large, since the dimension of the diagonal blocks of $K^{\dagger}$ is inversely proportional to the number of strips. Thus, for a reasonably large value of $r$, the Cholesky decomposition of $K^{\dagger}$ is almost inexpensive and only the product of $B K^{\dagger} B^{T}$ by a vector needs to be performed in parallel.

For the chessboard decomposition, the time spent computing the QR decomposition of $\widetilde{G}^{T}$ increases exponentially as we increase the number of subdomains, since the number of columns of $\widetilde{G}^{T}$ is proportional to $n_{x} n_{y}$. In this case, some care must be taken in order to prevent the QR decomposition from dominating the overall time spent by the algorithm because this decomposition cannot be efficiently parallelized. Fortunately, Table 1 suggests that this can be accomplished by keeping ratios $n_{x} / n$ and $n_{y} / n$ small. For the model problem, supposing that $n_{x}=n_{y}$, this means that the relation
$n_{x} \leq \sqrt{n / 2}$ must hold. On the other hand, if $n_{x}$ and $n_{y}$ are too small, the decomposition of $K^{\dagger}$ may reduce the efficiency of the parallelization, so it is important to choose these parameters very carefully.

## 6 The Parallel Scheme.

For the model problem, a careful choice of $n_{x}$ and $n_{y}$ may ensure that more than 95 percent of the total time of the algorithm will be spent on computing the product of $B K^{\dagger} B^{T}$ by a vector.

If the decomposition into strips is used, almost all of the remaining time is spent in computing the Cholesky factors of matrix $K^{\dagger}$, which means that no other part of the algorithm can be efficiently parallelized. For the chessboard decomposition, though, it is worth considering computing in parallel the product of the entire Hessian $H=P F P+\rho Q$ by a vector, as the products of $Q=G^{T} G$ or $P=I-Q$ by a vector are also easily performed in parallel.

In this paper, however, we will illustrate the parallel solution of the model problem using only the decomposition into strips. Therefore, we restrict our attention to the computation of product

$$
\begin{equation*}
y=B K^{\dagger} B^{T} v \tag{10}
\end{equation*}
$$

Product (10) can be decomposed into three parts. First, $v$ is "expanded" and stored in a vector $z$ with the same dimension as $K$. Then $K^{\dagger} z$ is obtained using the Cholesky factors previously computed. Finally, the resulting vector is compressed to fit in $y$.

The way this product is computed in parallel depends on the computational model used. In our code, the SPMD (single program, multiple data) model was adopted, which means that the same program is executed by all of the $n_{\text {proc }}$ processors. Besides, MPI was chosen as the communication library.

Since vector $v$ is available to all of the processors, each one can pick one part of the vector, expand it, compute the effect of the corresponding diagonal blocks of $K^{\dagger}$ on it and compress the resulting vector into $y$. At the end of this procedure, each processor stores a small portion of $y$, so it is necessary to gather all these parts up and distribute $y$ to all of the processors in order to resume the algorithm. Fortunately, this is the only communication point of the entire algorithm and can be efficiently implemented using routine MPI_AllGatherV from MPI. However, some care must be taken when
gathering $y$, since some of the $\left(2 n_{x}-1\right) n$ elements of this vector belong to the interface of two strips and receive contributions from different blocks of $K^{\dagger} B v$. To circumvent this problem, a vector with $\left(2 n_{x}+n_{\text {proc }}-2\right) n$ elements is used to store all of the $n_{\text {proc }}$ parts in which $y$ was divided. After being distributed, this larger vector is compressed by each processor and $y$ is finally generated.

## 7 Numerical Results.

To evaluate the behavior of our parallel algorithm, a FORTRAN code was written. All of the tests were performed on a SGI Origin 2000 shared memory computer, with 4 processors, using MPICH, a portable implementation of MPI developed jointly by the Argonne National Laboratory and the Mississippi State University.

The model problem was solved for a variety of values of $n$ and $n_{x}$ in order to test experimentally the dependence of the rate of convergence on the discretization parameter. The bound constrained quadratic solver described in [3] was used to compute Step 1. The numerical data used were $\alpha=0.1$, $\beta=10, \rho_{0}=10^{4}, \eta_{0}=0.1, M=10^{4}, \varepsilon=10^{-5}$ and $\mu^{0}=0$.

The parallel algorithm attained the same precision as the sequential one. Moreover, both performed the same number of iterations and matrix-vector products. Figure 3 exhibits a typical solution for the strips decomposition.


Figure 3: Typical solution.

The performance of the parallel algorithm is shown in Table 2, where $S_{p}$ and $S_{a}$ denote, respectively, the "predicted" and the speedup actually obtained in the experiments. For predicted speedup we mean the speedup that could be obtained if the time spent on computing (10) using $n_{\text {proc }}$ processors was the time spent by one processor divided by $n_{p r o c}$, i.e. in the absence of communication costs. We also include the ratio $S_{a} / S_{p}$ as a measure of the efficiency of our parallel implementation.

Table 2.
Parallel performance of the algorithm.

| $n$ | $n_{x}$ | $n_{\text {proc }}=4$ |  |  | $n_{\text {proc }}=2$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  | $S_{a}$ | $S_{p}$ | $S_{a} / S_{p}$ | $S_{a}$ | $S_{p}$ | $S_{a} / S_{p}$ |
| 64 | 4 | 2.43 | 2.83 | 0.86 | 1.62 | 1.76 | 0.92 |
|  | 8 | 2.79 | 3.31 | 0.84 | 1.75 | 1.87 | 0.93 |
|  | 16 | 2.86 | 3.53 | 0.81 | 1.78 | 1.92 | 0.93 |
|  | 32 | 2.63 | 3.42 | 0.77 | 1.71 | 1.89 | 0.90 |
| 128 | 4 | 2.82 | 2.82 | 1.00 | 1.75 | 1.75 | 1.00 |
|  | 8 | 3.28 | 3.39 | 0.97 | 1.88 | 1.89 | 1.00 |
|  | 16 | 3.36 | 3.71 | 0.91 | 1.87 | 1.95 | 0.96 |
|  | 32 | 3.30 | 3.75 | 0.88 | 1.87 | 1.96 | 0.96 |
| 256 | 4 | 2.46 | 2.65 | 0.93 | 1.45 | 1.71 | 0.85 |
|  | 8 | 2.84 | 3.31 | 0.86 | 1.57 | 1.87 | 0.84 |
|  | 16 | 3.11 | 3.68 | 0.85 | 1.65 | 1.94 | 0.85 |
|  | 32 | 3.21 | 3.87 | 0.83 | 1.83 | 1.98 | 0.93 |

Since a vector with $\left(2 n_{x}+n_{\text {proc }}-2\right) n$ components need to be distributed to all of the processors, it should be expected that the efficiency decays as $n_{\text {proc }}$ grows. However, for small problems, (10) is computed so fast that the time spent on communication becomes more significant, as can be seen in Table 2 for $n=64$.

The predicted speedup values obtained show that, for each $n$, the parallel scheme is very efficient for appropriate choices of $n_{x}$. The figures for the actual speedup confirm the effectiveness of the algorithm.

Naturally, as the number of processors is increased, other routines than the product (10) need also to be implemented in parallel in order to improve efficiency to a better extent.

## 8 Final Remarks.

In this work, we described the computational implementation of a parallel code for solving contact problems. A profile of the algorithm was presented for a model problem with two membranes, using two domain decompositions (strips and chessboard pattern). This profile suggests that an efficient parallel scheme can be obtained. Numerical results that confirm the effectiveness of our implementation were also provided for the decomposition into strips.

Among the possible improvements on the algorithm, it is worth mentioning that, for the strips decomposition, better results could be obtained treating the diagonal blocks $K^{\dagger}$ as general sparse matrices, instead of storing them using a band format as we currently do. With this new approach, we could apply the minimum degree algorithm to permute the columns of $K^{\dagger}$ and reduce the number of nonzero elements in the resulting Cholesky factors.

A 3D contact problem with Signorini type of contact conditions was solved by the sequential version of the algorithm [12]. Future work includes extending the parallel scheme to this more realistic problem motivated by mining engineering, and also to the solution of 2D contact problems with Coulomb friction.
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