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Abstra
t

It has been shown by Trudinger and Moser that for normalized fun
-

tions u of the Sobolev spa
e W

1;N

(
), where 
 is a domain in R

N

; the

integral

R




exp(u

�

N

N=(N�1)

)dx remains uniformly bounded. Carleson

and Chang proved that there exists a 
orresponding extremal fun
tion

in the 
ase that 
 is the unit ball in R

N

: In this paper we give a new

proof, a generalization, and a new interpretation of this result. In par-

ti
ular, we give an expli
it sequen
e whi
h is maximizing for the above

integral among all normalized "
on
entrating sequen
es ".

1 Introdu
tion

1.1 Criti
al growth in W

1;q

: the 
ase q = N versus 1 < q < N

We re
all the following fa
ts: let W

1;q

0

(
) denote the Sobolev spa
e over

a bounded domain 
 � R

N

, with norm jjujj

q

q

=

R




jruj

q

dx: Then, for

1 < q < N 
riti
al growth 
an be expressed by the following relations: Let

sup

jjujj

q

=1

Z




juj

p

dx = s

N;q

(p) ; (1)

then

s

N;q

(p) <1 for 1 < p � q

�

=

qN

N � q

s

N;q

(p) = +1 for p > q

�

The value of the best Sobolev 
onstant s

N;q

(q

�

) is expli
it and independent of

the domain 
, and it is known that it is never attained in a smooth domain

di�erent from R

N

: s

N;q

(q

�

;
) = s

N;q

(q

�

;R

N

); and only s

N;q

(q

�

;R

N

) is

attained.

1



If q = N; then 
riti
al growth is given by the Trudinger-Moser inequality,

whi
h 
an be expressed as

sup

jjujj

N

=1

Z




(e

�u

N=(N�1)

� 1)dx = 


N

(�) � j
j (2)

(note the dependen
e on j
j); then, denoting by !

N�1

the (N�1)-dimensional

surfa
e of the unit sphere in R

N

, one has




N

(�) < +1 for 0 < � � �

N

= N!

1=(N�1)

N�1




N

(�) = +1 for � > �

N

In this note we 
onsider general nonlinearities with sub
riti
al and 
rit-

i
al growth in the 
ase q = N . We will suppose throughout this paper

that

F1) F 2 C

1

(R)

F2) F is in
reasing on R

+

, and F (t) = F (jtj)

F3) 0 � F (t) � e

�

N

jtj

N=(N�1)

� 1; for all t 2 R

Then we say, for dimension N

F has sub
riti
al growth if lim

t!1

F (t)

e

�

N

jtj

N=(N�1)

= 0 ;

otherwise we say that F has 
riti
al growth; in this 
ase we normalize to

lim

t!1

F (t)e

��

N

jtj

N=(N�1)

= 1; i.e. we say

F has 
riti
al growth if lim

t!1

F (t)

e

�

N

jtj

N=(N�1)

= 1 .

As is known from the 
ases 1 < q < N; the notion of 
riti
ality is 
losely

related to the behaviour of the fun
tional on 
on
entrating sequen
es, i.e.

(in the 
ase q = N) sequen
es fu

n

g 
onverging weakly to 0 in W

1;N

0

(
) and

su
h that jru

n

j

N


onverges to a Dira
 delta-fun
tion in measure. We make

the

De�nition 1 A sequen
e fu

n

g � W

1;N

0

(
) is a normalized 
on
entrating

sequen
e, if

a) jju

n

jj

N

= 1

b) u

n

* 0 , weakly in W

1;N

0

(
)


) 9 x

0

2 
 su
h that 8 � > 0 :

R


nB

�

(x

0

)

jru

n

j

N

dx! 0
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We �rst 
onsider the behaviour of the fun
tional

R




F (u

n

)dx; with sub-


riti
al nonlinearities F; for normalized 
on
entrating sequen
es fu

n

g. We

will prove:

Theorem 2 If F has sub
riti
al growth, then lim

n!1

R




F (u

n

)dx = 0, for

any normalized 
on
entrating sequen
e fu

n

g:

By a 
on
entration-
ompa
tness alternative of P.L. Lions it will be easy

to 
on
lude by Theorem 2 that

Theorem 3 If F has sub
riti
al growth, then

sup

jjujj

N

=1

Z




F (u)dx

is attained.

Next, we 
onsider 
riti
al growth; here we restri
t the 
onsiderations to

the 
ase 
 = B

1

(0); the unit ball in R

N

: Studying again the behaviour of

the fun
tional on normalized 
on
entrating sequen
es, we �nd

Theorem 4 Let 
 = B

1

(0): If F has 
riti
al growth, then

lim

n!1

Z




F (u

n

)dx 2 [0; e

1+

1

2

+:::+

1

N�1

j
j℄

for any normalized 
on
entrating sequen
e fu

n

g: In parti
ular, there exists

an expli
it normalized 
on
entrating sequen
e fy

n

g with

lim

n!1

Z




F (y

n

)dx = e

1+

1

2

+:::+

1

N�1

j
j :

We now turn to the question whether the supremum is attained in the


ase of 
riti
al growth. In an interesting and intri
ate paper Carleson and

Chang [3℄ have shown that

sup

jjujj

N

=1

Z

B

1

(0)

e

�

N

u

N=(N�1)

dx

is attained. For N = 2; this result was extended to general bounded domains


 by Flu
her [4℄, using symmetrization and 
onformal deformations.

Here we will prove more generally
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Theorem 5 Suppose that F satis�es F1-F3 and

F4) F

�

(t) � e

�

N

t

N=(N�1)

� 1� � t

N=(N�1)

.

Then, for � < �

N

; one has

C

N;�

= sup

jjujj

N

=1

Z

B

1

(0)

F

�

(u)dx > e

1+

1

2

+:::+

1

N�1

j
j ,

and C

N;�

is attained.

1.2 Appli
ation to the existen
e problem for related PDE

The relations (1) and (2) are important with regard to the solvability of the

related di�erential equations with 
riti
al growth:

�

��u = juj

2

�

�2

u+ g(u) in 


u = 0 on �


(3)

respe
tively

�

��u = h(u)e

4�u

2

= e

4�u

2

+log(h(u))

in 


u = 0 on �


(4)

where g and h are fun
tions with sub
riti
al growth:

g(s)

s

2

�

�1

! 0 as s!1

respe
tively

log(h(s))

s

2

! 0 as s!1:

Solutions of (3) are given as 
riti
al points of the related fun
tional

I(u) =

Z




1

2

jruj

2

�

1

2

�

juj

2

�

�G(u) dx

where G(s) =

R

s

0

g(r)dr. Due to the fa
t that the supremum in (1) is not

attained, one �nds for the fun
tional I(u) 
ertain levels at whi
h the 
om-

pa
tness 
ondition of Palais-Smale fails: In the famous paper [2℄ of Brezis-

Nirenberg it was shown that one 
an over
ome this obsta
le and prove ex-

isten
e if one shows, using properties of the lower order term g; that the

4




riti
al levels of the fun
tional avoid these non-
ompa
tness levels. To ob-

tain su
h statements, one uses spe
ial sequen
es of fun
tions obtained from

the maximizing sequen
e for (1), whi
h are expli
it 
on
entrating fun
tions


onverging weakly to zero.

It has been shown in [1℄ by Adimurthi and in [5℄ that similar methods


an be employed to prove existen
e results also for equation (2). Indeed,


onsidering the asso
iated fun
tional to (4)

J(u) =

Z




1

2

jruj

2

� F (u) dx (5)

where F (s) =

R

s

0

h(r)e

4�r

2

dr; one �nds again levels of non-
ompa
tness;

however, due to the fa
t that the best 
onstant 


2

(4�) is attained, there

is no natural 
on
entrating sequen
e to be used to show that these levels

are avoided. Thus, it is diÆ
ult to obtain optimal existen
e results. The

sequen
e used in [1℄ and [5℄ is the so-
alled Moser sequen
e

z

n

(t) =

1

p

2�

8

>

<

>

:

(log n)

1=2

if 0 � jxj �

1

n

log

1

jxj

(log n)

1=2

if

1

n

� jxj � 1

0 if jxj > 1

(6)

whi
h was proposed by J. Moser in [8℄ to prove that the inequality (2)

is sharp with respe
t to the 
onstant 4� in the exponent. This sequen
e

satis�es

lim

n!1

Z

B

1

(e

4�u

2

n

� 1)dx = 2� . (7)

while the expli
it 
on
entrating sequen
e fy

n

g with jjy

n

jj = 1 mentioned in

Theorem 4 satis�es

lim

n!1

Z

B

1

(e

4�u

2

n

� 1)dx = e� . (8)

Sin
e the proof of existen
e of solutions for equation (4) as done in [5℄

depends on the value of the limit (7) above, we 
an improve the result

obtained using the limit (8).We will prove

Theorem 6 Assume that h 2 C(R) and let f(s) = h(s)e

4�s

2

: Assume that

H1) f(0) = 0

H2) 9 s

0

> 0; 9 M > 0 su
h that

5



0 < F (s) =

R

s

0

f(r)dr �M jf(s)j , 8 jsj � s

0

H3) 0 < F (s) �

1

2

f(s)s , 8 s 2 Rnf0g , 8 x 2 


Then equation (4) has a solution provided that

lim

s!1

h(s)s = � >

1

e�

(9)

We re
all that in [5℄ it was proved that (4) has a solution provided that

lim

s!1

h(s)s = � >

1

2�

: We refer to [6℄ for non-existen
e results 
on
erning

equation (4).

2 Proofs

2.1 Proof of Theorem 2:

Step 1. Let fu

n

g denote a normalized 
on
entrating sequen
e as de�ned

above. We may suppose that the 
on
entration point is 0 2 
, and that u �

0 (sin
e both jjujj

N

and F (u) do not 
hange repla
ing u by juj). We apply

symmetrization (following J. Moser [8℄), de�ning the radially symmetri


fun
tion u

�

as follows: let

mfx ju

�

(x) > �g = mfx 2 
 ju(x) > �g for every � > 0:

Then u

�

is a de
reasing fun
tion in jxj, with u

�

(jxj) = 0 for jxj > R, where

m(B

R

(0)) = m(
): By 
onstru
tion

Z

B

R

F (u

�

n

)dx =

Z




F (u

n

)dx ;

and it is known that

1 =

Z




jru

n

j

N

dx �

Z

B

R

jru

�

n

j

N

dx .

Setting z

n

=

u

�

n

jju

�

n

jj

N

� u

�

n

we thus �nd, using the monotoni
ity of F (t)

Z

B

R

F (u

�

n

)dx �

Z

B

R

F (z

n

)dx

Hen
e it suÆ
es to show that

R

B

R

F (z

n

)dx = !

N�1

R

R

0

F (z

n

(�))�

N�1

d�! 0:
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Step 2. To prove that

R

R

0

F (z

n

)�

N�1

d�! 0, we perform a 
hange of variable

whi
h transforms the radial integral on [0; R) into an integral on the half-line

[0;+1). Let

� = Re

�t=N

and w

n

(t) = N

(N�1)=N

!

1=N

N�1

z

n

(�) = �

(N�1)=N

N

z

n

(�) .

Then w

n

(t) is an in
reasing fun
tion on [0;1): One 
he
ks easily that

Z

1

0

�

�

w

0

n

(t)

�

�

N

dt = w

N�1

Z

R

0

�

�

�

�

d

d�

z

n

(�)

�

�

�

�

N

�

N�1

d� =

Z

B

R

jrz

n

(x)j

N

dx

and

Z

1

0

F (

1

�

(N�1)=N

N

w

n

(t)) e

�t

dt =

N

R

N

Z

R

0

F (z

n

(�))�

N�1

d� (10)

=

1

m(B

R

)

Z

B

R

F (z

n

(x))dx

Clearly, sin
e the sequen
e u

n

is 
on
entrating in x

0

, the sequen
e z

n

is


on
entrating in 0 and the sequen
e w

n

in +1; i:e: for any �xed A > 0 we

have

R

A

0

jw

0

n

j

N

dt! 0:

We now distinguish the 
ases:

a) there exists a

n

2 (0;+1) with w

N=(N�1)

n

(a

n

) = a

n

� 2 log(a

n

): Sin
e for

a given interval [0; A℄ we have, for � > 0 arbitrarily small, that

w

N(N�1)

n

(t) � t (

Z

A

0

�

�

w

0

n

�

�

N

dt)

1=(N�1)

� �t; for n large ,

it follows that a

n

!1: Thus we have by assumption F3

Z

A

0

F (

1

�

(N�1)=N

N

w

n

(t))e

�t

dt �

Z

A

0

(e

w

N=(N�1)

n

(t)

� 1)e

�t

dt �

Z

A

0

(e

�t

� 1)e

�t

dt

=

1

1� �

(1� e

(��1)A

)� 1 + e

�A

Sin
e A is arbitrarily large and � > 0 arbitrarily small, we 
on
lude that

R

A

0

F (

1

�

N

w

n

)e

�t

dt! 0 as n!1.

Next, 
onsider

Z

a

n

A

F (

1

�

(N�1)=N

N

w

n

(t))e

�t

dt �

Z

a

n

A

(e

t�2 log t

� 1)e

�t

dt

=

1

A

�

1

a

n

+ e

�a

n

� e

A

! 0 , as n!1
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Finally, on [a

n

;+1) we have w

N(N�1)

n

(t) � a

n

� 2 log(a

n

), and hen
e, by

the assumption of sub
riti
ality, we have for any � > 0 �xed that F (s) �

�(e

�

N

s

N=(N�1)

� 1); for all s � a

n

with n suÆ
iently large; thus, for n suÆ-


iently large

Z

1

a

n

F

 

1

�

(N�1)=N

N

w

n

(t)

!

e

�t

dt � �

Z

1

a

n

e

w

N(N�1)

n

(t)�t

dt � � 


Hen
e, the theorem is proved in 
ase a).

b) for all t 2 R holds: w

N=(N�1)

n

(t) < t� 2 log

+

t. Then, arguing as in a) we

have

Z

1

0

F (

1

�

(N�1)=N

N

w

n

(t))e

�t

dt

�

Z

A

0

F (

1

�

(N�1)=N

N

w

n

(t))e

�t

dt+

Z

1

A

(e

t�2 log t

� 1)e

�t

dt

whi
h 
an be made arbitrarily small.

2.2 Con
entration-
ompa
tness

For the subsequent proofs we rely on the following 
on
entration-
ompa
tness

result of P.L. Lions [7℄:

Proposition 7 (P.L. Lions). Let 
 be a bounded domain in R

N

, and let

fu

n

g be a sequen
e in W

1;N

0

(
) su
h that jju

n

jj

N

� 1 for all n. We may

suppose that u

n

* u weakly in W

1;N

0

(
); jru

n

j

N

! � weakly in measure.

Then either

(i) � = Æ

x

0

, the Dira
 measure of mass 1 
on
entrated at some x

0

2 
; and

u � 0, or

(ii) there exists � > �

N

su
h that the family u

n

= e

u

N=(N�1)

n

is uniformly

bounded in L

�

(
) and thus

R




e

�

N

ju

n

j

N=(N�1)

!

R

e

�

N

juj

N=(N�1)

as n ! 1. In parti
ular, this is the


ase if u is di�erent from 0.
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2.3 Proof of Theorem 3:

Sin
e sup

jjujj

N

=1

R




F (u) dx > 0; we 
on
lude by Theorem 2 that there 
an-

not exist a normalized 
on
entrating sequen
e whi
h is maximizing. By

the 
on
entration-
ompa
tness alternative of P.L. Lions we infer that the

supremum is attained.

2.4 Proof of Theorem 4:

We pro
eed by the following steps:

1) if fu

n

g is any normalized 
on
entrating sequen
e in W

1;N

0

(B

1

), then

lim

n!1

Z




F (u

n

)dx � e

1+

1

2

+:::+

1

N�1

j
j ;

2) give an expli
it normalized 
on
entrating sequen
e fy

n

g with

lim

n!1

Z




F (y

n

)dx = e

1+

1

2

+:::+

1

N�1

j
j ;

1. Upper bound: In this proof we follow Carleson-Chang [3℄. First note

that by F3) and the transformation in se
tion 2.1 it suÆ
es to show that for

any normalized 
on
entrating sequen
e fu

n

g 2 C

1

[0;1) , i.e

R

1

0

ju

0

n

j

N

= 1;

R

A

0

ju

0

n

j

N

! 0; with u

n

(0) = 0, u

0

n

(t) � 0 holds

lim

n!1

Z

1

0

(e

u

N=(N�1)

n

�t

� 1)dt � e

1+

1

2

+:::+

1

N�1

; (11)

More pre
isely, we show:

If lim

n!1

R

1

0

e

u

N=(N�1)

n

�t

> 2; then fu

n

g has the following properties (
f.

[3℄, p.117)

(a) if a

n

2 [1;1) denotes the �rst point with u

N=(N�1)

n

(a

n

) = a

n

� 2 log a

n

,

then a

n

!1

(b) lim

n!1

R

1

a

n

e

u

N=(N�1)

n

�t

dt � e

1+

1

2

+:::+

1

N�1

(
) lim

n!1

R

a

n

0

e

u

N=(N�1)

n

�t

dt = 1

Proof:

Estimate (11) follows 
learly from (b) and (
).

Property a): following [3℄, we note that the point a

n

exists, for n large

enough; if not, u

N=(N�1)

n

(t) < t� 2 log

+

(t) for all t and thus

9



lim

n!1

R

1

0

e

u

N=(N�1)

n

�t

� 2; 
ontradi
ting the assumption.

Next, for ea
h A > 0; we 
an 
hoose numbers n

0

and � > 0 su
h that for all

t 2 [0; A℄ and all n � n

0

u

N(N�1)

n

(t) � t (

Z

A

0

�

�

u

0

n

�

�

N

dt)

1=(N�1)

� �t < t� 2 log

+

t . (12)

This implies that a

n

� A for all n � n

0

, and sin
e A is arbitrary, we have

a

n

!1 as n!1:

Property 
): Note that (12) implies also that u

n

! 0 uniformly on 
ompa
t

sets. Using that a

n

is the �rst point where u

N=(N�1)

n

(t) = t � 2 log

+

(t) we

have the following estimate from above

Z

a

n

0

e

u

N=(N�1)

n

(t)�t

dt � e

"

Z

A

0

e

�t

dt+

Z

a

n

A

e

�2 log t

dt

= e

"

(1� e

�A

) +

�

1

A

�

1

a

n

�

! 1 as "! 0, A!1

On the other hand, we 
an estimate from below

Z

a

n

0

e

u

N=(N�1)

n

(t)�t

dt �

Z

a

n

0

e

�t

dt = 1� e

�a

n

! 1 as a

n

!1

Property b): We re
all that in [3℄, Lemma 2, the following result was

proved (note the misprint there: the fa
tor e

(


n

=n)((n�1)=n)

n

�

n

should read

e

(


n

=n)((n�1)=n)

n�1

�

n

):

Proposition 8 (Carleson-Chang). For a > 0 and Æ > 0 given, suppose that

R

1

a

jw

0

j

N

� Æ ; then

Z

1

a

e

w

N=(N�1)

(t)�t

dt

�

1

1� Æ

1

N�1

exp

 

w

N

N�1

(a)

"

1 +

1

N � 1

Æ

(1� Æ

1

N�1

)

(N�1)

#

� a

!

� e

1+

1

2

+:::+

1

N�1

Proof. Apply this to w(t) = u

n

(t); a = a

n

; and Æ = Æ

n

=

R

1

a

n

ju

0

n

j

N

dt.

Thus we have

Z

1

a

n

e

u

N=(N�1)

n

(t)�t

dt �

1

1� Æ

1=(N�1)

n

e

K

n

� e

1+

1

2

+:::+

1

N�1

(13)

10



where K

n

= u

N=(N�1)

n

(a

n

)[1 +

1

N�1

Æ

(1�Æ

1=(N�1)

n

)

N�1

℄� a

n

: By

u

N=(N�1)

n

(a

n

) � a

n

�

Z

a

n

0

�

�

u

0

n

�

�

N

dt

�

1=(N�1)

we have, using

R

1

0

ju

0

n

j

N=(N�1)

= 1; that

u

N=(N�1)

n

(a

n

) � a

n

(1� Æ

n

)

1=(N�1)

:

Thus

Æ

n

� 1�

u

N

n

(a

n

)

a

N�1

n

= 1� (1�

2 log

+

(a

n

)

a

n

)

N�1

� (N � 1)

2 log

+

(a

n

)

a

n

! 0 as n!1

and

K

n

= u

N=(N�1)

n

(a

n

)[1 +

1

N � 1

Æ

n

(1� Æ

1=(N�1)

n

)

N�1

℄� a

n

= (a

n

� 2 log

+

(a

n

))(1 +

1

N � 1

Æ

n

+O(Æ

N=(N�1)

n

))� a

n

= �2 log

+

(a

n

) + a

n

1

N � 1

Æ

n

+O

 

�

log

N

(a

n

)

a

n

�

1=(N�1)

!

� O

 

�

log

N

(a

n

)

a

n

�

1=(N�1)

!

Sin
e a

n

!1 we see that lim

n!1

K

n

� 0: Thus, we get by (13)

lim

n!1

Z

1

a

n

e

u

N=(N�1)

n

(t)�t

dt � e

1+

1

2

+:::+

1

N�1

2. The maximizing 
on
entrating sequen
e: We �rst 
onsider the

fun
tion F (t) = e

�

N

t

N=(N�1)

with 
 = B

1

(0):We want to produ
e an expli
it

normalized 
on
entrating sequen
e of fun
tions fy

n

g 2 C[0;1), pie
ewise

di�erentiable, with y

n

(0) = 0 and y

0

n

(t) � 0 and su
h that

lim

n!1

Z

1

0

e

y

N=(N�1)

n

(t)�t

dt! 1 + e

1+

1

2

+:::+

1

N�1

11



For n 2 N set Æ

n

=

2 log n

n

; and let

y

n

(t) =

(

t

n

1=N

(1� Æ

n

)

N�1

N

, 0 � t � n

N�1

(n(1�Æ

n

))

1=N

log

A

n

+1

A

n

+e

�(t�n)=(N�1)

+ (n(1� Æ

n

))

N�1

N

; n � t

(14)

First note that y

n

(t) is 
ontinuous and pie
ewise di�erentiable; furthermore

we have

Z

n

0

jy

0

n

(t)j

N

dt = (1� Æ

n

)

N�1

We now 
hoose A

n

in (14) su
h that

R

1

0

jy

0

n

j

N

dt = 1 , i.e.

Z

1

n

jy

0

n

(t)j

N

dt = 1� (1� Æ

n

)

N�1

= (N � 1)Æ

n

+ �

N

(Æ

2

n

) , (15)

where

�

N

(s) =

�

0 , N = 2

O(s) , N � 3

We show that su
h a 
hoi
e for A

n

is possible, with

A

n

=

1

n

2

1

e

1+

1

2

+:::+

1

N�1

+

�

O(1=n

4

) , N = 2

O(log

2

(n)=n

3

) , N � 3

(16)

Indeed, using the 
hange of variables s = t� n, we have

Z

1

n

jy

0

n

(t)j

N

dt

=

Z

1

n

(N � 1)

N

n(1� Æ

n

)

�

�

�

�

d

dt

[log(A

n

+ 1)� log(A

n

+ e

�(t�n)=(N�1)

)℄

�

�

�

�

N

dt

=

Z

1

n

(N � 1)

N

n(1� Æ

n

)

�

�

�

�

�

1

N�1

e

�(t�n)=(N�1)

A

n

+ e

�(t�n)=(N�1)

�

�

�

�

�

N

dt

Next, setting r = e

s=(N�1)

yields

(N � 1)

N

n(1� Æ

n

)

Z

1

0

�

�

�

�

�

1

N�1

e

�s=(N�1)

A

n

+ e

�s=(N�1)

�

�

�

�

�

N

ds

=

(N � 1)

N

n(1� Æ

n

)

Z

1

1

�

�

�

�

�

1

N�1

A

n

r + 1

�

�

�

�

�

N

N � 1

r

dr

=

N � 1

n(1� Æ

n

)

Z

1

1

1

(A

n

r + 1)

N

r

dr .

12



Finally, set � =

1

r

to obtain

N � 1

n(1� Æ

n

)

Z

1

1

1

(A

n

r + 1)

N

r

dr

=

N � 1

n(1� Æ

n

)

Z

1

0

�

N�1

(A

n

+ �)

N

d�

=

N � 1

n(1� Æ

n

)

 

log

A

n

+ 1

A

n

�

N�1

X

k=1

1

(N � k)(A

n

+ 1)

N�k

!

By (15) this gives the 
ondition

N � 1

n(1� Æ

n

)

 

log

A

n

+ 1

A

n

�

N�1

X

k=1

1

(N � k)(A

n

+ 1)

N�k

!

= (N � 1)Æ

n

+ �

N

(Æ

2

n

) = (N � 1)

2 log n

n

+ �

N

(

log

2

n

n

2

) ,

that is

log

A

n

+ 1

A

n

�

N�1

X

k=1

1

(N � k)(A

n

+ 1)

N�k

=

�

2 log n+ �

N

(

log

2

n

n

)

�

(1� Æ

n

)

and hen
e

A

n

+ 1

A

n

exp

 

�

N�1

X

k=1

1

(N � k)(A

n

+ 1)

N�k

!

= n

2

(1 + �

N

(

log

2

n

n

)) , (17)

and �nally that

A

n

+ 1

A

n

n

2

= e

1+

1

2

+:::+

1

N�1

+

�

O(1=n

2

) , N = 2

O(log

2

(n)=n) , N � 3

, for n large (18)

This yields (16).

3. The limit: We now 
al
ulate the limit of

R

1

0

e

y

N=(N�1)

n

�t

dt .

Proposition 9 Let fy

n

g denote the sequen
e (14). Then

Z

1

0

e

y

N=(N�1)

n

(t)�t

! 1 + e

1+

1

2

+:::+

1

N�1

, as n!1

13



Proof. a) By the upper bound proved above we have (sin
e y

n

is a

normalized 
on
entrating sequen
e) that

lim

n!1

Z

1

0

e

y

N=(N�1)

n

(t)�t

� 1 + e

1+

1

2

+:::+

1

N�1

We now prove the other inequality:

b) We �rst prove that there exists some 
 > 0 su
h that

Z

n

0

e

y

N=(N�1)

n

(t)�t

� 1 +

�(1 +

N

N�1

)

n

1=(N�1)

� 


logn

n

N=(N�1)

; as n!1 , (19)

where � denotes the standard gamma-fun
tion. Indeed

Z

n

0

e

y

N=(N�1)

n

(t)�t

dt =

Z

n

0

e

(1�Æ

n

) (t

N

=n)

1=(N�1)

�t

dt

�

Z

n

0

�

1 +

1� Æ

n

n

1=(N�1)

t

N=(N�1)

�

e

�t

dt

� 1� e

�n

+

1� Æ

n

n

1=(N�1)

�

Z

1

0

t

N=(N�1)

e

�t

dt�

Z

1

n

e

�t=2

�

� 1 +

�(1 +

N

N�1

)

n

1=(N�1)

� 


log n

n

N=(N�1)

, as n!1 ,

by the de�nition of the gamma-fun
tion.


) Next we prove

Z

1

n

e

y

N=(N�1)

n

(t)�t

dt � e

1+

1

2

+:::+

1

N�1

+

(

O(

1

n

2

) , N = 2

O(

log

2

n

n

) ; N � 3

(20)

We perform the 
hange of variables s = t� n, and set

z

n

(s) =

N � 1

n

1=N

(1� Æ

n

)

1=N

log

A

n

+ 1

A

n

+ e

�s=(N�1)

,

and

d

n

= n(1� Æ

n

) .

Then

R

1

n

e

y

N=(N�1)

n

�t

dt be
omes

14



Z

1

0

exp

�

[d

N�1

N

n

+ z

n

(s)℄

N

N�1

� s� n

�

ds (21)

�

Z

1

0

exp

�

d

n

+

N

N � 1

z

n

(s) d

n

1

N�1

� s� n

�

ds

=

Z

1

0

exp

�

N

N � 1

z

n

(s) n

1

N

(1� Æ

n

)

1

N

� nÆ

n

� s

�

ds

=

Z

1

0

exp

�

N log

A

n

+ 1

A

n

+ e

�s=(N�1)

� nÆ

n

� s

�

ds

=

1

n

2

Z

1

0

(

1 +A

n

A

n

+ e

�s=(N�1)

)

N

e

�s

ds

=

(1 +A

n

)

N

n

2

Z

1

0

1

(1 +A

n

e

s=(N�1)

)

N

e

�sN=(N�1)

e

�s

ds

=

(1 +A

n

)

N

n

2

Z

1

0

e

s=(N�1)

(1 +A

n

e

s=(N�1)

)

N

ds

=

(1 +A

n

)

N

n

2

(N � 1)

Z

1

1

1

(1 +A

n

r)

N

dr

=

(1 +A

n

)

N

n

2

1

A

n

(1 +A

n

)

N�1

=

1 +A

n

n

2

A

n

= e

1+

1

2

+:::+

1

N�1

+

(

O(

1

n

2

) , N = 2

O(

log

2

n

n

) , N � 3

by relation (18). Hen
e the 
laim.

4. General nonlinearities F : Suppose now that F (t) is a general non-

linearity with 
riti
al growth, satisfying hypotheses F1-F3. Then we may

write

F (t) = e

�

N

t

N=(N�1)

� 1 +G(t)

with

G(t)

e

�

N

t

N=(N�1)

! 0 , as t!1

15



Then, by Theorems 2 and 4 we have for any normalized 
on
entrating se-

quen
e fu

n

g

lim

n!1

Z




F (u

n

)dx = lim

n!1

Z




(e

�

N

u

N=(N�1)

n

� 1)dx+ lim

n!1

Z




G(u

n

)dx

� e

1+

1

2

+::::+

1

N�1

j
j

while for the sequen
e fy

n

g given in (14) holds

lim

n!1

Z




F (y

n

) = lim

n!1

Z




(e

�

N

y

N=(N�1)

n

� 1 +G(y

n

))dx = e

1+

1

2

+::::+

1

N�1

j
j

2.5 Proof of Theorem 5:

We show that under 
ondition F4

C

N;�

= sup

R

1

0

ju

0

j

N

=1

Z

1

0

F

�

(

1

�

(N�1)=N

N

u)e

�t

dt > e

1+

1

2

+:::+

1

N�1

Indeed, by the estimates (19) and (21) we have for n suÆ
iently large

Z

1

0

e

y

N=(N�1)

n

(t)�t

=

Z

n

0

e

y

N=(N�1)

n

(t)�t

+

Z

1

n

e

y

N=(N�1)

n

(t)�t

�

� 1 +

�(1 +

N

N�1

)

n

1=(N�1)

� 


logn

n

N=(N�1)

+ e

1+

1

2

+:::+

1

N�1

+

(

O(

1

n

2

) , N = 2

O(

log

2

n

n

) , N � 3

.

Furthermore, we 
an estimate the term

�

Z

1

0

jy

n

j

N

N�1

e

�t

dt �

�

n

1=(N�1)

Z

n

0

jtj

N=(N�1)

e

�t

dt+ 


Z

1

n

ne

�t

dt

� �

�(1 +

N

N�1

)

n

1=(N�1)

+ 


log n

n

N=(N�1)

.

Hen
e we obtain for � < 1 and a suitably large n

C

N;�

= sup

R

ju

0

j

N

=1

Z

1

0

F

�

(

1

�

(N�1)=N

N

u)e

�t

dt �

Z

1

0

F

�

(

1

�

(N�1)=N

N

y

n

)e

�t

dt

� e

1+

1

2

+:::+

1

N�1

+ (1� �)

�(1 +

N

N�1

)

n

1=(N�1)

� 


log n

n

N=(N�1)

+

(

O(

1

n

2

) , N = 2

O(

log

2

n

n

) , N � 3

> e

1+

1

2

+:::+

1

N�1

.
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Then, sin
e by Theorem 4 there 
annot exist a normalized 
on
entrating

sequen
e whi
h is maximizing for C

N;�

; we 
on
lude by the 
on
entration-


ompa
tness theorem of P.L. Lions that C

N;�

is attained.

Open problem: Show that sup

jjujj=1

R

B

1

F (u)dx is not attained for F (t)

of the form

F (t) = e

�

N

t

N=(N�1)

� g(t)

with g sub
riti
al, and

g(t) � t

N=(N�1)

.

2.6 Proof of Theorem 6:

We restri
t attention to the radial 
ase, i.e 
 = B

1

(0) � R

2

: Consider the

fun
tional I(u) =

R

B

1

[

1

2

jruj

2

� F (u)℄ dx, where F (s) is as in Theorem 6.

Then we know by [5℄ that this fun
tional satis�es the Palais-Smale 
ondition

(PS)




for 
 <

1

2

. By the remarks in se
tion 2.1, we may assume that u

n

is

radially symmetri
, and we 
an rewrite the fun
tional in radial 
oordinates:

Z

1

0

[

1

2

ju

r

j

2

� F (u)℄ 2�rdr

Can
elling the fa
tor 2� we see that

R

1

0

[

1

2

ju

r

j

2

�

R

1

0

F (u)℄ rdr satis�es (PS)




for 
 <

1

4�

. Next, we perform a 
hange of variables to transform the interval

(0; 1) to the interval (0;+1): Let

r = e

�t=2

; dr = �

1

2

e

�t=2

dt ; u

t

= u

r

dr

dt

= �

1

2

u

r

e

�t=2

and hen
e we obtain

Z

+1

0

[

1

2

j2u

t

e

t=2

j

2

� F (u)℄

1

2

e

�t

dt

Multiplying by 2 we see that the fun
tional

Z

1

0

[2ju

t

j

2

� F (u)e

�t

℄dt

satsi�es (PS)




for 
 <

1

2�

. Finally, substitute y = 2

p

�u and multiply by �

to obtain

J(y) =

Z

1

0

[

1

2

jy

t

j

2

� �F (

1

2

p

�

y)e

�t

℄dt (22)

whi
h satis�es again (PS)




for 
 <

1

2

.
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2.6.1 Estimates for (P-S)

We now show that the fun
tional J(u) given by (22) (whi
h satis�es (PS)




for 
 <

1

2

) has a 
riti
al level 
 with 
 <

1

2

provided h satis�es 
ondition (9).

Theorem 10 Suppose that f(s) = h(s)e

4�s

2

satis�es H1-H3, and assume

that lim

s!1

h(s)s >

1

e�

. Then J(u) has a 
riti
al level below

1

2

.

Proof: As in [5℄, the 
riti
al level is given by the mountain pass theorem.

To prove that the mountain pass level is below

1

2

it suÆ
es to show that

there is a w 2 H

1

0

; jjwjj = 1; su
h that max

t�0

J(tw) <

1

2

: In [5℄ we used the

Moser sequen
e to show this. Here we use the sequen
e fy

n

g given in (14).

So we assume, by way of 
ontradi
tion, that for all n 2 N

max

s�0

J(sy

n

) =

Z

1

0

[

1

2

s

2

n

jy

0

n

j

2

� �F (

1

2

p

�

s

n

y

n

)e

�t

℄dt �

1

2

.

This implies s

2

n

� 1. Furthermore, sin
e

d

ds

J(sy

n

)j

s=s

n

= 0 we have for n

suÆ
iently large, using 
ondition (9)

s

2

n

= �

Z

1

0

f(

s

n

2

p

�

y

n

)

s

n

2

p

�

y

n

e

�t

= �

Z

1

0

h(

s

n

2

p

�

y

n

)

s

n

2

p

�

y

n

� e

s

2

n

y

2

n

�t

� (� � �)�

Z

1

n

e

s

2

n

(n�2 log n)�t

:

We show that s

2

n

! 1; assume that this is not so, i.e. suppose that there

exists a subsequen
e of s

n

with s

2

n

� 1 + Æ, for some Æ > 0: Then we have

s

2

n

� (� � �)�

Z

1

n

e

(1+Æ)(n�2 logn)�t

= (� � �)�e

Æn�(1+Æ)2 log n

This would imply that s

2

n

! +1, whi
h then yields a 
ontradi
tion. Hen
e

we must have

s

2

n

! 1

We now estimate more pre
isely; �x A > 0 and set [0; b

n

) = ft 2 [0;1) :

s

n

y

n

(t) < Ag. Sin
e y

n

(t) =

t

p

n

p

1� Æ

n

! 0, for every �xed t � 0, we


on
lude that b

n

!1. Then we have

s

2

n

� (� � �)�

Z

1

0

e

s

2

n

y

2

n

�t

+ �

Z

b

n

0

f(

s

n

2

p

�

y

n

)

s

n

2

p

�

y

n

(23)

� (� � �)�

Z

b

n

0

e

s

2

n

y

2

n

�t
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The last integral in (23) goes to 1: indeed, we have

Z

b

n

0

e

�t

�

Z

b

n

0

e

s

2

n

u

2

n

�t

=

Z

b

�

0

e

s

2

n

u

2

n

�t

+

Z

b

n

b

�

e

s

2

n

u

2

n

�t

;

where we 
hoose for given � > 0 the number b

�

> 0 su
h that

Z

b

n

b

�

e

s

2

n

y

2

n

�t

� e

s

2

n

A

2

Z

b

n

b

�

e

�t

� �=2 ; 8n

Next, using that y

n

(t) � �

n

! 0 uniformly on [0; b

�

℄, 
hoose N

�

suÆ
ently

large su
h that

Z

b

�

0

e

s

2

n

y

2

n

�t

� e

s

2

n

�

2

n

Z

b

�

0

e

�t

� 1 + �=2 ; for n � N

�

The se
ond integral in (23) is positive, and in fa
t goes to zero (as 
an be

seen using a similar argument). Hen
e we have in the limit, using theorem

4 for N = 2

1 = lim

n!1

s

2

n

= (� � �)�

h

lim

n!1

R

1

0

e

s

2

n

y

2

n

�t

dt� 1

i

� (� � �)�

h

lim

n!1

R

1

0

e

y

2

n

�t

dt� 1

i

= (� � �) �e

Thus, for � >

1

e�

given, we obtain a 
ontradi
tion, 
hoosing � > 0 suÆ
iently

small.
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