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Abstra
t. In this paper we present an extension of the Minkowski embedding

theorem, showing the existen
e of an isometri
 embedding between the 
lass F




(X )

of 
ompa
t-
onvex and level-
ontinuous fuzzy sets on a real separable Bana
h

spa
e X and C([0; 1℄ � B(X

�

)); the Bana
h spa
e of real 
ontinuous fun
tions

de�ned on the 
artesian produ
t between [0; 1℄ and the unit ball B(X

�

) in the

dual spa
e X

�

. Also, by using of this embedding, we give some appli
ations to

the 
hara
terization of relatively 
ompa
t subsets of F




(X ). In parti
ular, an

As
oli-Arzel�a type theorem is proved and applied to solving the Cau
hy problem

on F




(X ).
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1. INTRODUCTION

Let F

L

(X ) be the 
lass of level-Lips
hitz fuzzy sets on X : This spa
e has been

exhaustively studied and used by many authors in the last years. For instan
e,

the 
on
ept of Gaussian fuzzy random variables, limit theorems and fuzzy mar-

tingales was de�ned and studied by Puri&Rales
u in [15-21-22-23℄, respe
tively;

while Kaleva [11-12℄ introdu
ed the 
on
ept of fuzzy di�erential equation obtain-

ing some results of existen
e and uniqueness on F

L

(X ): On the other hand, the

spa
e F




(X ) has been studied and used by the authors in re
ent papers, in
luding

Rojas&Bassanezi&Rom�an [26℄ (embedding theorems), Rojas&Rom�an [24℄ (
on-

vergen
e of fuzzy sets), Rom�an-Flores [25℄ (
ompa
tness of spa
es of fuzzy sets)

and Rom�an&Rojas [27℄ (di�erentiability of fuzzy mappings).

In parti
ular, Puri&Rales
u in [15-21-23℄ showed that there is an embedding

j : F

L

(X ) ! C([0; 1℄ � B(X

�

)) whi
h is an additive and positively homogeneus

isometry. For the �nite-dimensional 
ase, Rojas&Bassanezi&Rom�an in [26℄, by

using multivalued Bernstein polynomials and its properties, proves that F

L

(X ) =

F




(X ) and extend j to F




(X ):

Our purpose here, roughly speaking, is to present an extension of this last

results to the in�nite-dimensional 
ase and to show some appli
ations to the 
har-
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a
terization of relative 
ompa
t subsets of F




(X ) , via demonstration of an As
oli-

Arzel�a type theorem on F




(X ). Also, some examples are presented and, �nally,

we dis
uss some aspe
ts of the Cau
hy problem on F(X ):

2. DEFINITIONS AND BASIC RESULTS

In the sequel, X will denote a real separable Bana
h spa
e with norm k k and

with dual X

�

: We will also use the notation

K(X ) = fA � X = A nonempty, 
ompa
t and 
onvexg :

A linear stru
ture in K(X ) is de�ned by

A+B = fa+ b=a 2 A; b 2 Bg

�A = f�a=a 2 Ag

for all A;B 2 K(X ); � 2 R:

The Hausdor� metri
 H on K(X ) is de�ned by

H(A;B) = inf f� > 0= A � N(B; �) and B � N(A; �)g

where N(A; �) = fx= d(x;A) < �g and d(x;A) =inf

a2A

k x� a k :
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It is well known that (K(X ); H) is 
omplete and separable metri
 spa
e (see

[2-14-25℄).

The norm of A 2 K(X ) is de�ned by k A k= H(A; f0g):

For any A 2 K(X ); the support fun
tion s

A

of A is de�ned on X

�

as

s

A

(x

�

) =sup

a2A

x

�

(a); 8x

�

2 X

�

:

Proposition 2.1. If A;A

1

; B; B

1

; C 2 K(X ) then

i) H(�A; �B) = �H(A;B); for all � � 0:

ii) H(A+B;A

1

+B

1

) � H(A;A

1

) +H(B;B

1

)

iii) H(A+ C;B + C) = H(A;B)

iv) H(A;B) = sup

kx�k�1

j s

A

(x

�

)� s

B

(x

�

) j

v) For any x

�

2 X

�

s

A+B

(x

�

) = s

A

(x

�

) + s

B

(x

�

):

For details see [1-10℄.
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If we denote by B(X

�

) = fx

�

2 X

�

= k x

�

k� 1g the unit ball in the dual

X

�

; then it is well known that B(X

�

) endowed with the weak

�

-topology is 
ompa
t

and metrizable. Denote by � a metri
 whi
h indu
es the weak

�

-topology on B(X

�

):

Also let C(B(X

�

)) denote the Bana
h spa
e of fun
tions f : B(X

�

) ! R whi
h

are 
ontinuous with respe
t to the weak

�

-topology in B(X

�

):

As a dire
t 
onsequen
e of Proposition 2.1 and properties of support fun
tions

we obtain the following result:

Corollary 2.2. The appli
ation � : K(X )! C(B(X

�

)); �(A) = s

A

; is su
h

that

i) � is an isometry (i.e., H(A;B) = sup

x

�

2B(X

�

)

j s

A

(x

�

)� s

B

(x

�

) j)

ii) �(A+B) = �(A) + �(B)

iii) �(�A) = ��(A); 8 � � 0:

For details see [15-23℄.

Theorem 2.3. (Bernstein approximation). Let F : [0; 1℄ ! K(X ) be 
ontin-

uous. De�ne the nth Bernstein approximant B

n

F of F by
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B

n

F (t) =

n

P

j=0

0

B

B

�

n

j

1

C

C

A

t

j

(1� t)

n�j

F (j=n):

Then lim

n!1

B

n

F = F uniformly in [0; 1℄; i.e., H(B

n

F (t); F (t))! 0 uniformly

in [0; 1℄ as n!1:

For more details on properties of Bernstein approximants see [4-30℄.

Now, we wil give the basi
 
on
epts and results on fuzzy sets theory whi
h

will be used in the rest of the paper.

A fuzzy set in X is a fun
tion u : X ! [0; 1℄ (see [31℄). We denote by L

�

u =

fx 2 X =u(x) � �g for 0 < � � 1; the �-level of u; and L

0

u = 
lfx 2 X =u(x) >

0g = supp(u) is 
alled the support of u:

As an extension of K(X ) we de�ne the spa
e F(X ) of fuzzy sets u : X !

[0; 1℄ with the following properties:

i) u is normal, i.e., fx 2 X = u(x) = 1g 6= ;;

ii) u is fuzzy-
onvex, i.e., for all x; y 2 X and � 2 [0; 1℄ we have

u(�x + (1� �)y) � minfu(x); u(y)g;
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iii) u is upper semi
ontinuous;

iv) L

0

u is 
ompa
t.

A linear stru
ture in F(X ) is de�ned by

(u+ v)(x) = sup

y+z=x

minfu(y); v(z)g

(�u)(x) =

8

>

>

<

>

>

:

u(x=�) if � 6= 0

�

f0g

(x) if � = 0

where u; v 2 F(X ) and � 2 R:

With these de�nitions we obtain L

�

(u + v) = L

�

u + L

�

v and L

�

(�u) =

�L

�

u; for all u; v 2 F(X ); � 2 [0; 1℄ and � 2 R (see [18-22-26-27-28-29℄):

We 
an be extend the Hausdor� metri
 to F(X ) by mean

D(u; v) = sup

�2[0;1℄

H(L

�

u; L

�

v); 8u; v 2 F(X ):

We note that (F(X ); D) is 
omplete (see [22℄) but is not separable (see [3-24-

25℄).

The norm of u 2 F(X ) is de�ned as k u k= D(u; �

f0g

) = sup

�2[0;1℄

k L

�

u k :

It is 
lear that A 2 K(X ) implies �

A

2 F(X ) and k A k=k �

A

k :
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Also, the support fun
tion of u 2 F(X ) is de�ned as

s

u

: [0; 1℄�X

�

! R; s

u

(�; x

�

) = s

L

�

u

(x

�

):

More details on properties and appli
ations of support fun
tions s

u


an be

found in [3-13-26℄.

Proposition 2.4. If u; v; w 2 F(X ) then

i) D(�u; �v) = �D(u; v); for all � � 0:

ii) D(u+ w; v + w) = D(u; v)

iii) For any x

�

2 X

�

s

u+v

(x

�

) = s

u

(x

�

) + s

v

(x

�

):

For details see [3-26℄.

De�ne F

L

(X ) as the espa
e of fuzzy sets u 2 F(X ) with the property that the

fun
tion � 7! L

�

u is Lips
hitz with respe
t to the Hausdor� metri
, i.e., there

exists a 
onstant M > 0 su
h that

H(L

�

u; L

�

u) �M j �� � j
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for every �; � 2 [0; 1℄:

Analogously, we de�ne F




(X ) as the spa
e of fuzzy sets u 2 F(X ) with the

property that the fun
tion � 7! L

�

u is H-
ontinuous on [0; 1℄:

It is 
lear that F

L

(X ) � F




(X ):

Also let C([0; 1℄ � B(X

�

)) denote the Bana
h spa
e of fun
tions f : [0; 1℄ �

B(X

�

)! R whi
h are 
ontinuous with respe
t to the produ
t of the topology in

R and the weak

�

-topology in B(X

�

):

Theorem 2.5 ([15-21-23℄). The appli
ation j : F

L

(X )! C([0; 1℄� B(X

�

));

j(u) = s

u

; is su
h that:

i) j is an isometry (i.e., k j(u)� j(v) k= D(u; v)

ii) j(u+ v) = j(u) + j(v)

iii) j(�u) = �j(u); � � 0:

3. DENSITY OF F

L

(X ) IN F




(X )

The aims of this se
tion is to show that F

L

(X ) = F




(X ) and, 
onsequently,

the isometri
 embedding j in Th.2.5 
an be extended to F




(X ): Also, we want
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to remark that in [26℄ the authors obtain an analogous result in the setting of

�nite-dimensional spa
es.

Theorem 3.1. (F




(X ); D) is a 
omplete metri
 spa
e.

Proof. Let (u

p

) a D-Cau
hy sequen
e in F




(X ): Then, be
ause the spa
e

(F(X ); D) is 
omplete, we dedu
e that there is u 2 F(X ) su
h that u

p

D

! u:

In 
ontinuation, we prove that u 2 F




(X ): In fa
t, given � > 0 there is

N 2 N su
h that D(u

p

; u) < �=3 for all p � N: For a �xed p

0

� N be
ause

u

p

0

2 F




(X ); we have that there exist Æ = Æ(�; p

0

) > 0 su
h that

j �� � j< Æ ) H(L

�

u

p

0

; L

�

u

p

0

) < �=3: (1)

Consequently, for j �� � j< Æ we have

H(L

�

u; L

�

u) � H(L

�

u; L

�

u

p

0

) +H(L

�

u

p

0

; L

�

u

p

0

) +H(L

�

u

p

0

; L

�

u)

� D(u; u

p

0

) + �=3 +D(u

p

0

; u) (by (1)

< �:
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So, u 2 F




(X ) and the proof is 
omplete.

To show the density of F

L

(X ) in F




(X ); we will use the Kuratowski limits and

its 
onne
tions with H-
onvergen
e.

If (A

q

)

q2N

is a sequen
e of subsets of X , we de�ne the upper and lower limits

in the Kuratowski sense as

lim

q!1

supA

q

= fx 2 X = x = lim

j!1

x

q

j

; x

q

j

2 A

q

j

g

=

1

\

q=1

 

[

m�q

A

m

!

and,

lim

q!1

inf A

q

= fx 2 X = x = lim

q!1

x

q

; x

q

2 A

q

g

=

\

H

 

[

m2H

A

m

!

;

respe
tively, where the last interse
tion is over all sets H 
o�nal in N (we re
all

that H is a 
o�nal subset of N if for all n 2 N there is h 2 H su
h that h > n).
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We say that the sequen
e (A

q

) 
onverges to A; A � X , in the Kuratowski

sense, if lim

q!1

inf A

q

= lim

q!1

supA

q

= A; in this 
ase, we write A = lim

q!1

A

q

or

A

q

K

! A, and we say that A

q

K-
onverges to A.

The Kuratowski limits are 
losed sets. Moreover, the following relations are

true:

lim

q!1

inf A

q

� lim

q!1

supA

q

lim

q!1

inf A

q

= lim

q!1

inf A

q

and

lim

q!1

supA

q

= lim

q!1

supA

q

:

The following result is very useful (see [8-9-26℄).

Lemma 3.2. A sequen
e (A

q

) �X 
onverges to a 
ompa
t set A respe
t to the

Hausdor� metri
 if and only if there is K 
ompa
t in X su
h that A

q

� K for all

q and

lim

q!1

inf A

q

= lim

q!1

supA

q

= A:
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We now state the following density result.

Theorem 3.3. F

L

(X ) = F




(X ):

Proof. Let u 2 F




(X ); then the set-valued fun
tion F : [0; 1℄! K(X ) given by

F (�) = L

�

u is H-
ontinuous on [0; 1℄: Now, if we 
onsider the nth Bernstein poly-

nomial B

n

F asso
iated with F then, due Theor. 2.3, we have that B

n

F 
onverges

uniformly to F in H-metri
 on [0; 1℄:

We observe that B

n

F (�) 2 K(X ) for ea
h n 2 N and � 2 [0; 1℄. Now, we

will verify the hypothesis of the Representation Theorem given by Negoita and

Rales
u [19℄ to show that the family N

�

= B

n

F (�), for ea
h n 2 N , de�ne an

unique fuzzy set u

n

2 F(X ):

In fa
t, if � � �, then F (�) � F (�) and, 
onsequently, B

n

F (�) � B

n

F (�) (see

Vitale [30, p. 312℄. So, we only have to prove that, if �

1

� �

2

� � � � � �

l

% � 6= 0

as l !1, then

B

n

F (�) =

1

\

l=1

B

n

F (�

l

): (2)

We observe that � 7! B

n

F (�) is aH-
ontinuous set-valued fun
tion (moreover,
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this map is H-Lips
hitz as we will proves below) and, 
onsequently, for ea
h n,

we have

B

n

F (�

l

)

H

! B

n

F (�) as l !1:

So, be
ause (B

n

F (�

l

))

l

� K(X ) is an de
reasing sequen
e we dedu
e, from

Lemma 3.2, that B

n

F (�

l

)

K

! B

n

F (�) as l!1:

Moreover, B

n

F (�

l

)

K

!

T

1

l=1

B

n

F (�

l

) whi
h implies that (2) is veri�ed.

This 
ompletes the hypothesis of the Negoita-Rales
u Theorem.

We want to remark that the uniform 
onvergen
e of B

n

F to F on [0; 1℄ ensures

u

n

D

! u:

Finally, we want to prove that (u

n

) � F

L

(X ) and, for this, it is suÆ
ient to

show that � 7! B

n

F (�) is a Lips
hitzian appli
ation, for ea
h n 2 N . In fa
t,

due Proposition 2.1 iii) it is suÆ
ient to show that

sup

kx

�

k�1

js

B

n

F (�)

(x

�

)� s

B

n

F (�)

(x

�

)j � Cj�� �j

with C > 0 independent of � and �.

As the support fun
tion of Bernstein approximant of F is given by
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s

B

n

F (�)

(x

�

) =

n

X

j=0

�

n

j

�

�

j

(1� �)

q�j

s

F (j=n)

(x

�

)

with x

�

2 B(X

�

), we have that

js

B

n

F (�)

(x

�

)-s

B

n

F (�)

(x

�

)j �

n

X

j=0

�

n

j

�

js

F (j=n)

(x)j j�

j

(1-�)

q�j

� �

j

(1-�)

q�j

j

� jjs

F (0)

jj

1

n

X

j=0

�

n

j

�

j�

j

(1-�)

q�j

� �

j

(1-�)

q�j

j

� Cj�� �j;

Sin
e F (0) � F (j=n) � F (1) for all 0 < j < q; then

s

F (1)

(x

�

) � s

F (j=n)

(x

�

) � s

F (0)

(x

�

)

for all x

�

2 B(X

�

). This 
ompletes the proof.

Theorem 3.4. The appli
ation j : F




(X ) ! C([0; 1℄ � B(X

�

)) de�ned by
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j(u) = s

u

is an additive and positively homogeneous isometry.

Proof. Sin
e F

L

(X ) is dense in F




(X ) then the isometry j in Theorem 2.5 has

a unique uniformly 
ontinuous extension to F




(X ) and it is easy to show that this

extension is also an isometry (see [5℄).

Corollary 3.5.D(u; v) = sup

(�;x�)2[0;1℄�B(X

�

)

j s

u

(�; x

�

)�s

v

(�; x

�

) j; for all u; v 2

F




(X ):

Corollary 3.6. (F




(X ); D) is a separable metri
 spa
e.

Proof. It is well known that if M;N are metri
 spa
es, M 
ompa
t and

N separable, then the spa
e of 
ontinuous fun
tions C(M;N); endowed with the

uniform metri
, is separable (see [17, p. 276℄. Thus, be
ause [0; 1℄ � B(X

�

) is

j j �weak

�


ompa
t then C([0; 1℄� B(X

�

)) is separable.

Corollary 3.7. If u

p

; u 2 F




(X ) then u

p

D

! u i� s

u

p

! s

u

uniformly on

[0; 1℄� B(X

�

):

The following result shows that F




(X ) is the maximal domain of j in F(X ):
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Theorem 3.8. If u 2 F(X )nF




(X ) then j(u) =2 C([0; 1℄� B(X

�

)):

Proof. The j j �weak

�

�topology on [0; 1℄�B(X

�

) 
an be metrizable by mean

d ((�; x

�

); (�; y

�

)) = max fj �� � j; �(x

�

; y

�

)g

(see, for instan
e, [5, p. 75℄, [6, p. 207℄).

Let j(u) 2 C([0; 1℄�B(X

�

)) be, then for all � > 0 there exists Æ > 0 su
h that

d ((�; x

�

); (�; y

�

)) < Æ =) j j(u)(�; x

�

)� j(u)(�; y

�

) j< �: (3)

Now, if we suppose that u =2 F




(X ) with j(u) 2 C([0; 1℄�B(X

�

)); then we have

that the map � 7! L

�

u is not 
ontinuous; 
onsequently there exists �

0

> 0 su
h

that for all Æ > 0 we 
an to 
hoose �; � 2 [0; 1℄ with j �� � j< Æ and

H(L

�

u; L

�

u) = sup

x

�

2B(X

�

)

j j(u)(�; x

�

)� j(u)(�; x

�

) j� �

0

:

Thus, due to 
ompa
tness of ([0; 1℄�B(X

�

); �) and the 
ontinuity of j(u) there

exists x

�

0

2 B(X

�

) su
h that j j(u)(�; x

�

0

)� j(u)(�; x

�

0

) j� �

0

whi
h 
ontradi
ts (3)

and the proof is 
omplete.
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4. RELATIVE COMPACTNESS IN F




(X )

We re
all that if M;N are metri
 spa
es then E � C(M;N) is equi
ontinuous

in a 2 M if 8� > 0 there exists Æ > 0 su
h that d(x; a) < Æ in M implies

d(f(x); f(a)) � � in N , for every f 2 E: We say that E is equi
ontinuous if E is

equi
ontinuous in a 2M; 8a 2M:

Theorem 4.1. (As
oli-Arzel�a). Let E � C(M;N) be, M 
ompa
t. Then E is

relatively 
ompa
t if and only if

i) E equi
ontinuous

ii) for every a 2M; the set E(a) = ff(a)=f 2 Eg is relatively 
ompa
t in N .

(see [17, Prop. 16, p. 244℄).

By using the isometri
 embedding j : F




(X ) ! C([0; 1℄ � B(X

�

)) and j j

�weak

�

�
ompa
tness of [0; 1℄ � B(X

�

); we want to give an 
hara
terization of

the relatively 
ompa
t subsets of F




(X ):

Remark 4.2. It is 
lear that A is relatively 
ompa
t in F




(X ) if and only if

j(A) is relatively 
ompa
t in C([0; 1℄� B(X

�

)):
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In fa
t, if A relatively 
ompa
t then j(A) is 
ompa
t. So, be
ause j(A) �

j(A), we have j(A) � j(A) and, therefore, j(A) is 
ompa
t.

Conversely, if j(A) is relatively 
ompa
t, be
ause A = j

�1

�

j(A)

�

and j

�1

:

j (F




(X ))! F




(X ) is 
ontinuous, then A is 
ompa
t.

Definition 4.3. A subset A � F




(X ) is said 
ompa
t-supported if there exists

a 
ompa
t K � X su
h that L

0

u � K; 8u 2 A:

Definition 4.4. A subset A � F




(X ) is said level-equi
ontinuous in �

0

2

[0; 1℄; if 8� > 0 there exists Æ > 0 su
h that

j �� �

0

j< Æ ) H(L

�

u; L

�

0

u) � �; 8u 2 A:

A is equi
ontinuous on [0; 1℄ if A is equi
ontinuous in �; for all � 2 [0; 1℄:

Theorem 4.5. Let A be a 
ompa
t-supported subset of F




(X ): Then are

equivalent:

i) A is a relatively 
ompa
t subset of (F




(X ); D)
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ii) A is level-equi
ontinuous on [0; 1℄.

Proof. i)!ii): Be
ause A is relatively 
ompa
t in F




(X ) then j(A) is relatively


ompa
t in C([0; 1℄� B(X

�

)) (Remark 4.2), i.e.,

a) 8(�; x

�

) 2 [0; 1℄ � B(X

�

); the set j(A)(�; x

�

) = fs

u

(�; x

�

)=u 2 Ag is rela-

tively 
ompa
t,

b) j(A) is equi
ontinuous.

Therefore, given any (�

0

; x

�

0

) 2 [0; 1℄� B(X

�

) and � > 0; there exists an open

ball

B((�

0

; x

�

0

); r) = f((�; x

�

) 2 [0; 1℄� B(X

�

)=d ((�; x

�

); (�

0

; x

�

0

)) < rg

su
h that

(�; x

�

) 2 B((�

0

; x

�

0

); r))j s

u

(�; x

�

)� s

u

(�

0

; x

�

0

) j� �; 8u 2 A: (4)

Now, if we suppose that A is not level-equi
ontinuous then there exists � 2

[0; 1℄ and � > 0 su
h that 8Æ > 0 there is � 2 [0; 1℄ with

j �� � j< Æ and H(L

�

u; L

�

u) > �; for some u 2 A: (5)
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Due H(L

�

u; L

�

u) = sup

kx�k�1

j s

L

�

u

(x

�

) � s

L

�

u

(x

�

) j (Prop. 2.1) and weak

�

-


ompa
tness of B(X

�

); there exists y

�

2 B(X

�

) su
h that

j s

L

�

u

(y

�

)� s

L

�

u

(y

�

) j=j s

u

(�; y

�

)� s

u

(�; y

�

) > �: (6)

Therefore, given if Æ > 0 we 
an to 
hoose �; u and y

�

verifying (5) and

(6), and taking the open ball B((�; y

�

); Æ) we obtain that (�; y

�

) 2 B((�; y

�

); Æ) but j

s

u

(�; y

�

)� s

u

(�; y

�

) > � whi
h 
ontradi
ts (4).

ii)!i). Suppose that A is level-equi
ontinuous on [0; 1℄: Then given � > 0; there

exists Æ > 0 su
h that

j �� �

0

j< Æ ) H(L

�

u; L

�

0

u) � �=2; 8u 2 A: (7)

On the other hand, we 
an to de�ne another distan
e �

0

on B(X

�

) by

�

0

(x

�

; y

�

) =sup

a2K

j hx

�

� y

�

; ai j

and note that �

0

is 
ontinuous in the weak

�

-topology, therefore given � >
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0 there exists Æ > 0 su
h that

�(x

�

; y

�

) < Æ ) �

0

(x

�

; y

�

) < �=2 (8)

(see [23, p. 119℄).

Be
ause A is 
ompa
t-supported then j(A)(�; x

�

) is relatively 
ompa
t, 8(�; x

�

) 2

[0; 1℄� B(X

�

):

Now, if we suppose that A is not relatively 
ompa
t then j(A) is not relatively


ompa
t and, therefore, there exists (�

0

; x

�

0

) 2 [0; 1℄� B(X

�

) and � > 0 su
h that

for every open ball B((�

0

; x

�

0

); Æ) we have

j s

u

(�; x

�

)� s

u

(�

0

; x

�

0

) j> �; (9)

for some u 2 A and (�; x

�

) 2 B((�

0

; x

�

0

); Æ):

Thus, due (9), taking Æ = 1=n we 
an to found sequen
es f(�

n

; x

�

n

)g in [0; 1℄�

B(X

�

) and fu

n

g in A su
h that

d ((�

n

; x

�

n

); (�

0

; x

�

0

)) < 1=n; 8n; (10)
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and

j s

u

n

(�

n

; x

�

n

)� s

u

n

(�

0

; x

�

0

) j> �; 8n: (11)

Consequently, due (11) we obtain

j s

L

�

n

u

n

(x

�

n

)� s

L

�

0

u

n

(x

�

n

) j + j s

L

�

0

u

n

(x

�

n

)� s

L

�

0

u

n

(x

�

0

) j> �; 8n;

and this implies that

H(L

�

n

u

n

; L

�

0

u

n

)+ j s

L

�

0

u

n

(x

�

n

)� s

L

�

0

u

n

(x

�

0

) j> �; 8n: (12)

Also, a straightforward 
al
ulus show that

j s

L

�

0

u

n

(x

�

n

)� s

L

�

0

u

n

(x

�

0

) j�sup

a2K

j hx

�

n

� x

�

0

; ai j= �

0

(x

�

n

; x

�

0

); (13)

and, due (8) and (10), we have

�

0

(x

�

n

; x

�

0

) < �=2; for every n suÆ
iently large. (14)
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Consequently, due (10), (12), (13) and (14) we 
on
lude that

j �

n

� �

0

j< 1=n and H(L

�

n

u

n

; L

�

0

u

n

) > �=2; 8n;

whi
h 
ontradi
ts (7), i.e., A is not level-equi
ontinuous and the proof is


omplete.

Remark 4.6. Re
ently, in the setting of X = R

n

, Gre
o [9, Th.2.3℄ proves an

analogous result to Th.4.5 for the 
lass F

s


(R

n

) = fu 2 F(R

n

)=send(u) 
onvexg;

whi
h is a proper sub
lass of F




(R

n

): In fa
t, if f 2 F

s


(R

n

) then ff > �g = ff �

�g for all � 2 (0; 1) (see [9℄), and this implies that f 2 F




(R

n

) (see [26℄). On the

other hand, taking u 2 F(R

1

) de�ned by

u(x) =

8

>

>

<

>

>

:

x

2

if x 2 [0; 1℄

0 if x =2 [0; 1℄

then we have that u 2 F




(R

n

) n F

s


(R

n

).

We re
all that send(u) = (supp(u)� [0; 1℄) \ f(x; �) 2 R

n

� [0; 1℄=u(x) � �g:
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Example 4.7. De�ne A = ff

n

g

n�1

where:

f

n

(x) =

8

>

>

<

>

>

:

x

n

+ 1�

1

n

if x 2 [0; 1℄

0 if x =2 [0; 1℄:

Then A is a 
ompa
t-supported subset of F




(R): Furthermore,

L

�

f

n

=

8

>

>

<

>

>

:

[0; 1℄ if � � 1�

1

n

[n(�� 1) + 1; 1℄ if 1�

1

n

< � � 1:

Now, let 0 < � < 1; � = 1 and Æ > 0: We observe that if j 1 � � j< Æ; there

exists n 2 N; su
h that � � 1�

1

n

< 1: Thus,

H(L

1

f

n

; L

�

f

n

) = H(f1g; [0; 1℄) = 1 > �:

Therefore, A is not level-equi
ontinuous and, 
onsequently, A is not relatively


ompa
t in F




(R):
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Example 4.8. For t 2 [0; 1); de�ne

u

t

(x) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

0 if 0 � x � t

x�t

1�t

if t � x < 1

0 elsewhere:

Then it is 
lear that family fu

t

g is 
ompa
t-supported. Moreover

L

�

u

t

= [�(1� t) + t; 1℄:

Consequently,

H(L

�

u

t

; L

�

u

t

) = H([�(1� t) + t; 1℄; [�(1� t) + t; 1℄)

= j 1� t jj �� � j

� j �� � j :

Thus, given � > 0 we take Æ = � and we obtain

j �� � j< Æ ) H(L

�

u

t

; L

�

u

t

) < �;

for every t:
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This implies that A = fu

t

= t 2 [0; 1)g is a level-equi
ontinuous subset of

F




(R) and therefore, by Theor. 4.5, A is relatively 
ompa
t.

Example 4.9. Let K be a 
ompa
t subset of X and 
onsider

e

K =

�

�

fxg

= x 2 K

	

:

Then

e

K is relatively 
ompa
t in F




(X ):

In fa
t, it is 
lear that

e

K is 
ompa
t-supported. Moreover,

H(L

�

�

fxg

; L

�

�

fxg

) = H(fxg; fxg) = 0; 8x 2 K:

Therefore,

e

K is a level-equi
ontinuous and, 
onsequently,

e

K is a relatively


ompa
t subset of F




(X ):

Example 4.10. Let m > 0 and 
onsider (see [7-11-12-16℄):

E

m

= fu 2 F




(X )= H(L

�

u; L

�

u) � m j �� � jg:

Be
ause E

m

is not 
ompa
t-supported then E

m

is not relatively 
ompa
t in
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F




(X ):

Nevertheless, if K is a 
ompa
t suset of X and

E

K;m

= fu 2 E

m

= L

0

u � Kg;

then E

K;m

is a relatively 
ompa
t subset of F




(X ): In fa
t, it is 
lear that

E

K;m

is 
ompa
t-supported and given � > 0 we 
an to 
hoose Æ = �=m; obtaining

j �� � j< Æ ) H(L

�

u; L

�

u) � m j �� � j< �; 8u 2 E

K;m

:

That is, A is level-equi
ontinuous and, 
onsequently, relatively 
ompa
t in

F




(X ):

5. A NOTE ON THE CAUCHY PROBLEM IN F(X )

For simpli
ity, let T = [a; b℄ � R be a 
ompa
t interval and 
onsider the Cau
hy

problem

_x(t) = f(t; x(t)); x(a) =

^

0 ; (15)

where f : T � F(X )! F(X ) is a 
ontinuous mapping and

^

0 = �

f0g

.

This problem have been studied by several authors, in
luding Diamond&Kloeden
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[3℄, Friedman et al. [7℄, Kaleva [12℄ and Kloeden [16℄.

In general, it is well known that the mere 
ontinuity of f is not suÆ
ient for

to assure the existen
e of solutions for (15). Hen
e, additional 
onditions must

be satis�es by f (see [16℄). In this dire
tion, re
ently Nieto in [20, Th. 3.1℄,

assuming that f is 
ontinuous and bounded and X = R

n

; proves an existen
e

theorem for (15) and, for this, he proves that, under this 
onditions, the operator

F : C(T;F(R

n

))! C(T;F(R

n

)) de�ned by

F [x℄(t) =

Z

t

a

f(s; x(s))ds; 8t 2 T; 8x 2 C(T;F(R

n

)); (16)

is 
ompa
t, i.e.,

A � C(T;F(R

n

)) bounded) F (A) relatively 
ompa
t in C(T;F(R

n

)):

This result is essential for the existen
e of at least one �xed point of F; whi
h

is solution of (15) (see [20℄).

We remark that :

a) C(T;F(X )) denote the 
lass of all 
ontinuous mapping from T toF(X ) equiped

with the metri
 d(x; y) =sup

t2T

D(x(t); y(t)): It is well known that (C(T;F(X )); d)
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is a 
omplete metri
 spa
e (see [11℄).

b) The integral used in (16) is the integral de�ned by Puri&Rales
u [22℄ for

fuzzy random variables (for details see [3-12-22-26℄).

Our purpose in this se
tion is, on the one hand, to show that this 
onditions

on f are not suÆ
ients for to ensure the 
ompa
tness of F when X is an in�nite

dimensional Bana
h spa
e (in other words, if X is an in�nite dimensional Bana
h

spa
e, then it is possible to 
onstru
t a 
ontinuous and bounded fun
tion f su
h

that the indu
ed operator F in (16)) is not 
ompa
t), and on the other, to found

suÆ
ient 
onditions on f to assure the 
ompa
tness of the operator F:

Lemma 5.1. Let X be an in�nite dimensional Bana
h spa
e and B = B(X ) =

fx 2 X = kxk � 1g; the unit ball in X : Then

~

B = f�

fxg

= x 2 Bg is not relatively


ompa
t in F(X ):

Proof. Suppose that

~

B is relatively 
ompa
t inF(X ) and let (x

n

) be a sequen
e

in B(X ): Then (�

fx

n

g

) is a sequen
e in

~

B; therefore there exists a subsequen
e

(�

fx

n

p

g

) and u 2 F(X ) su
h that �

fx

n

p

g

D

! u as p!1:

This implies that (�

fx

n

p

g

) is D-Cau
hy and, be
ause D((�

fx

n

p

g

; �

fx

n

q

g

) =
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H(fx

n

p

g; fx

n

q

g)! 0 as p; q !1; we have that (fx

n

p

g) is aH-Cau
hy sequen
e in

K(X ): Thus, due 
ompleteness of K(X ); there exists K 2 K(X ) su
h that

fx

n

p

g ! K as p ! 1: But then, given � > 0 there exists p

0

su
h that

H(fx

n

p

g; K) < � for all p � p

0

; and this implies that K � N(fx

n

p

g; �) for all

p � p

0

; and this implies that diam(K) = 0; i.e., K = fxg for some x 2 X .

Thus, fx

n

p

g ! fxg and, therefore, x

n

p

! x: Finally, we observe that kxk �

kx

n

p

k+ kx� x

n

p

k � 1 + � for all p � p

0

; and this implies that x 2 B(X ): Hen
e,

we 
an to 
on
lude that B(X ) is sequen
ially 
ompa
t, whi
h is impossible.

Counterexample 5.2. Let X be an in�nite dimensional Hilbert spa
e and


onsider B = B(X ); the unit ball in X . Then B is a 
losed and 
onvex and,

be
ause X is an Hilbert spa
e, then we know that for ea
h x 2 X there exists

an unique x

0

= P

B

(x) 2 B su
h that kx � x

0

k =inf

y2B

kx � yk (P

B

is 
alled the

proje
tion operator on B (see [5℄). It is well known that P

B

: X ! X is uniformly


ontinuous. Moreover,

kP

B

(x)� P

B

(y)k � kx� yk; 8x; y 2 X : (17)

If u 2 F(X ) then, by using the level-family of u, we de�ne P : F(X ) !
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F(X ) as L

�

P (u) = 
oP

B

(L

�

u); for all � 2 [0; 1℄: It is 
lear that the family

(
oP

B

(L

�

u))

�2[0;1℄

veri�es the hypothesis of Negoita&Rales
u Representation The-

orem (see [19℄) and, 
onsequently, there exists an unique v = P (u) 2 F(X ) su
h

that L

�

v = 
oP

B

(L

�

u); 8� 2 [0; 1℄:

Now, de�ne f : [0; 1℄� F(X )! F(X ) by

f(t; u) = P (u); 8(t; u) 2 [0; 1℄� F(X ):

We observe that

D(f(t; u); f(t

0

; v) = D(P (u); P (v))

= sup

�2[0;1℄

H (
oP

B

(L

�

u); 
oP

B

(L

�

v))

� sup

�2[0;1℄

H(P

B

(L

�

u); P

B

(L

�

v)) (see [22℄)

� sup

�2[0;1℄

H(L

�

u; L

�

v) (by (17))

= D(u; v)

Therefore, f is a 
ontinuous mapping. Besides, be
ause 
oP

B

(L

�

u) � B for
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all � 2 [0; 1℄; then

kf(t; u)k = kP (u)k = sup

�2[0;1℄

k
oP

B

(L

�

u)k � kBk; 8(t; u) 2 [0; 1℄�F(X );

and this implies that f is bounded.

Now, we will prove that the integral operator F indu
ed by f and de�ned by

(16) is not 
ompa
t.

For this, for ea
h (t; x) 2 [0; 1℄ � B; de�ne �

fxg

(t) = �

fxg

(note that �

fxg

:

[0; 1℄! F(X ) is a 
onstant fun
tion) and 
onsider A = f�

fxg

= kxk � 1g: Sin
e

d(�

fxg

; �

fyg

) = sup

t2[0;1℄

D(�

fxg

(t); �

fyg

(t)) = kx� yk � 2;

it is 
lear that A is a bounded subset of C(T;F(X )):

Now, taking t = 1; we have that

F (A)(1) =

�

Z

1

0

�

fxg

(s)ds= �

fxg

2 A

�

=

�

Z

1

0

�

fxg

ds= kxk � 1

�

= f�

fxg

= kxk � 1g =

~

B;
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whi
h, by Lemma 5.1, is not relatively 
ompa
t in F(X ). Consequently, by

Th. 4.1, F is not 
ompa
t.

Theorem 5.3. Let T = [a; b℄ � R be a 
ompa
t interval, and assume that

f : T � F




(X )! F




(X ) is a 
ompa
t and bounded mapping, i.e.,

a) If I � T and E � F




(X ) bounded ) f(I � E) relatively 
ompa
t in

F




(X ) (i.e., due Th. 4.5, f(I�E) is a 
ompa
t-supported and level-equi
ontinuous

subset of F




(X )):

b) There exists a real positive 
onstant r su
h that

kf(s; x(s))k � r on T �F




(X ) (18)

Then F : C(T;F




(X ))! C(T;F




(X )) is 
ompa
t.

Proof. We remark that, due (18) and L

�

R

t

a

f(s; x(s))ds =

R

t

a

L

�

f(s; x(s))ds for

all � 2 [0; 1℄, we obtain that F [x℄(t) =

R

t

a

f(s; x(s))ds 2 F(X ) (see [22-23-26℄).

Moreover, sin
e x is 
ontinuous and [a; t℄�x([a; t℄) is 
ompa
t in T �F




(X ) then,

by hypothesis, f([a; t℄�x([a; t℄)) is relavively 
ompa
t in F




(X ) and, 
onsequently,
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by Th. 4.5, is level-equi
ontinuous. Thus, given � > 0; exists Æ > 0 su
h that

j �� � j< Æ ) H(L

�

f(s; x(s

0

)); L

�

f(s; x(s

0

))) < � ; 8s 2 [a; t℄; 8s

0

2 T: (19)

Now, if �

p

! � then there exist p

0

2 N su
h that j �

p

� �

0

j< Æ for every

p � p

0

: Consequently, due (19),

H(L

�

p

Z

t

a

f(s,x(s))ds;L

�

Z

t

a

f(s,x(s))ds) = H(

Z

t

a

L

�

p

f(s,x(s))ds;

Z

t

a

L

�

f(s,x(s))ds)

�

Z

t

a

H(L

�

p

f(s,x(s));L

�

f(s,x(s)))ds

� j b� a j � ; 8 p � p

0

:

This shows that, a
tually,

R

t

a

f(s; x(s))ds 2 F




(X ) and, 
onsequently, F it is

well-de�ned.

Now, we will prove that F is 
ompa
t.

For this, we need to prove that if A is bounded in C(T;F




(X )); then F (A) is

relatively 
ompa
t in C(T;F




(X )) and, due Th. 4.1 (As
oli-Arzel�a theorem), this

is equivalent to prove:

i) F (A) is an equi
ontinuous subset of C(T;F




(X ))

ii) F (A)(t) is relatively 
ompa
t in F




(X ); for ea
h t 2 T:
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In fa
t, if A is a bounded subset of C(T;F




(X )) and � > 0 then, taking

j t

1

� t

2

j<

�

r

; we obtain

D (F [x℄(t

1

); F [x℄(t

2

)) �

Z

t

2

t

1

kf(s; x(s))kds

=

Z

t

2

t

1

D(f(s; x(s)); �

f0g

)ds

� j t

1

� t

2

j r < � ;

for all x 2 A; and this proves that F (A) is an equi
ontinuous subset of

C(T;F




(X )):

Now, we will show that F (A)(t) is relatively 
ompa
t in F




(X ) and, due Th.

4.5, this is equivalent to prove that F (A)(t) is a level-equi
ontinuos and 
ompa
t-

supported subset of F




(X ):

In fa
t, �xing t 2 T we see that F (A)(t) � F




(X ) and, if u 2 F (A)(t); then

u =

R

t

a

f(s; y(s))ds for some y 2 A: Sin
e f([a; t℄ � A) is relatively 
ompa
t in

F




(X ) then; due Th.4.5, f([a; t℄�A) is level-equi
ontinuous. Thus, given � > 0 we

have that there exists Æ > 0 su
h that

j �� � j< Æ ) H (L

�

f(s; x(s)); L

�

f(s; x(s))) < � ; 8(s; x) 2 [a; t℄� A:
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In parti
ular,

H(L

�

u; L

�

u) = H

�

L

�

Z

t

a

f(s; y(s))ds; L

�

Z

t

a

f(s; y(s))ds

�

= H

�

Z

t

a

L

�

f(s; y(s))ds;

Z

t

a

L

�

f(s; y(s))ds

�

�

Z

t

a

H (L

�

f(s; y(s)); L

�

f(s; y(s)))ds

� j t� a j � �j b� a j � ;

for all j �� � j< Æ:

Therefore, F (A)(t) is level-equi
ontinuous in F




(X ):

Finally, due to relative 
ompa
tness of f([a; t℄�A); we have that there exists

a 
ompa
t K � X su
h that L

0

f(s; x(s)) � K; 8(s; x) 2 [a; t℄� A: Thus,

L

0

Z

t

a

f(s; x(s))ds =

Z

t

a

L

0

f(s; x(s))ds �

Z

t

a

Kds = (t� a)K;

whi
h proves that F (A)(t) is 
ompa
t-supported.

Thus, F is a 
ompa
t mapping.

Corollary 5.4. In the same 
onditions of Th. 5.3, the Cau
hy problem (15)
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posseses at least one solution on T:

Proof. It is well known that x 2 C(T;F




(X )) is a solution of (15) if and only if

x is a �xed point of the operator F: Now, following Nieto [20, Th. 3.1℄, 
onsider

m = (b� a)r and de�ne

A =

�

� 2 C(T;F




(X ))= d(�; �

f0g

) � m

	

:

We re
all that �

f0g

(t) = �

f0g

; 8t 2 T:

Then, we have that A is a 
onvex subset of C(T;F




(X )): In fa
t, if �

1

; �

2

2 A and

� 2 [0; 1℄ then, by using properties of H (Prop. 2.1) and the addition in F




(X );we

obtain

d(��

1

+(1-�)�

2

; �

f0g

) = sup

t2T

D(��

1

(t)+(1-�)�

2

(t); �

f0g

(t))

= sup

t2T

H(L

�

[��

1

(t)+(1-�)�

2

(t)℄;L

�

�

f0g

(t))

= sup[

t2T

sup

�2[0;1℄

H(�L

�

�

1

(t)+(1-�)L

�

�

2

(t); f0g)℄

� sup[

t2T

sup

�2[0;1℄

H(�L

�

�

1

(t); f0g)+H((1-�)L

�

�

2

(t); f0g)℄

= sup[

t2T

� sup

�2[0;1℄

H(L

�

�

1

(t); f0g)+(1-�) sup

�2[0;1℄

H(L

�

�

2

(t); f0g)℄

= sup[

t2T

�D(�

1

(t); �

f0g

(t))+(1-�)D(�

2

(t); �

f0g

(t))℄
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= � sup

t2T

D(�

1

(t); �

f0g

(t))+(1-�) sup

t2T

D(�

2

(t); �

f0g

(t))

� �m+ (1� �)m = m:

Thus, A is 
losed and 
onvex in C(T;F




(X )): Furthermore, we observe that

F (A) � A: In fa
t, if � 2 A then

d(F (�); �

f0g

) = sup

t2T

D(F (�)(t); �

f0g

(t))

= sup

t2T

D(

Z

t

a

f(s; �(s))ds; �

f0g

)

= sup

t2T

[ sup

�2[0;1℄

H(L

�

Z

t

a

f(s; y(s))ds; L

�

�

f0g

)

= sup

t2T

[ sup

�2[0;1℄

H(L

�

Z

t

a

f(s; y(s))ds; f0g)

= sup

t2T

[ sup

�2[0;1℄

kL

�

Z

t

a

f(s; y(s))dsk

= sup

t2T

k

Z

t

a

f(s; y(s))dsk

� sup

t2T

Z

t

a

kf(s; y(s))kds

� (b� a)r = m:

Thus, by using of S
hauder �xed point theorem for 
ompa
t mappings (see

[6, Th. 3.2, p.415), we have that there exits x 2 A su
h that F (x) = x; whi
h is
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a solution of (15).

6. CONCLUSION

If X is a Bana
h spa
e and F

L

(X ) is the 
lass of level-Lips
hitz fuzzy sets on

X then, by using of multivalued Bernstein polynomials and its properties, in

Se
tion 3 we have proved that (F

L

(X ); D) is dense in (F




(X ); D); the 
lass of

level-
ontinuous fuzzy sets on X and, as a dire
t 
onsequen
e of this result, we

obtain the existen
e of an isometri
 embedding j : F




(X )! C([0; 1℄� B(X

�

)):

Now, by using of this isometry, in Se
tion 4 we have proved an As
oli-Arzel�a

type theorem for the 
hara
terization of relatively 
ompa
t subsets in (F




(X ); D);

in the setting of in�nite-dimensional Bana
h spa
es. Furthermore, several exam-

ples are presented.

In 
onne
tion with these results, parti
ular note should be given to the possi-

bilities of using this tools for the study of fuzzy abstra
t di�erential equations on

F(X ). For instan
e, in Se
tion 5 we used the above 
hara
terization for the study

of the Cau
hy problem on F(X ) and, by using the 
ompa
tness of 
ertain inte-

gral operator F;we obtain an extension of the Nieto results ([20℄) on the existen
e
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of solutions for the Cau
hy problem for fuzzy di�erential equations on F(R

n

) to

F(X ):
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