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Abstract

In the two chapters of this report, we take a closer look at the high-frequency approximations

of two integrals associated with the name of Kirchho�. The �rst one, dealt with in Chapter I, is

the traditional Kirchho� integral. It provides an integral representation of the seismic response at

a receiver, given the locations of a source-receiver pair, a laterally inhomogeneous velocity model,

and a re
ector. On the use of the Kirchho�-Helmholtz approximation for the re
ected �eld at

the re
ector, an approximate forward modeling integral results that we call more appropriately

the Kirchho�-Helmholtz integral. The second integral, dealt with in Chapter II, is the more recent

di�raction-stack integral also known as the Kirchho�-migration integral. With it, the observed seis-

mic response of an unknown re
ector (recorded by an arbitrary source-receiver con�guration) can

be imaged into the re
ector. This imaging is performed with the help of a laterally inhomogeneous

macro-velocity model. As shown in Chapter II, both operations (i.e., the Kirchho�-Helmholtz and

the di�raction-stack integrals) can, under certain circumstances, be understood, both qualitatively

and quantitatively, as being \physical inverse" operations to each other. In the same way as the

Kirchho�-Helmholtz integral can be conceived as a superposition of Huygens secondary sources

distributed along a speci�ed re
ector, the di�raction-stack integral can be interpreted as a process

that recovers the location and amplitude of the very same Huygens sources upon this re
ector

from their individual contributions to the seismic data, thus imaging the re
ector together with its

re
ection coe�cients. This explains mathematically why a di�raction-stack migration works.
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CHAPTER I: FORWARD MODELING

Introduction

Wave phenomena are generally described by di�erent wave equations. An important role in

this respect plays the acoustic wave equation. Acoustic waves as well as the components of electro-

magnetic waves are described by this equation. Even a description of elastodynamic waves by an

acoustic wave equation will be fairly accurate, whenever the compressional and shear components

of the wave�eld are su�ciently well decoupled (as in the case of ray theory). Di�erent volume

and surface integral solutions to the acoustic wave equation have been discussed by Wapenaar

and Berkhout (1993). In this report, we deal with one of the surface integral solutions, namely

the well-known Kirchho� integral (Sommerfeld, 1964; Haddon and Buchen, 1981). It computes the

propagation of waves away from the actual sources using the wave�eld and its normal derivative

on a closed surface encompassing the observation point in a constant-velocity medium. It can, as

is well-known, be extended to the case of re
ected waves in an inhomogeneous medium, which are

propagated away from a re
ecting or interface into the direction towards the (primary) sources.

Following Huygens' principle, the re
ected waves can be interpreted as being generated by \sec-

ondary sources" distributed along the speci�ed re
ector. Although mathematically not consistent

and, therefore, obviously strictly not correct, it is often useful to insert the so-called \Kirchho�-

Helmholtz boundary conditions" (Sommerfeld, 1964) into the Kirchho� integral. These conditions,

which represent a generalization of the so-called physical-optics approximation for a perfectly soft

or rigid re
ector, replace the (unknown) total �eld on the illuminated portion of the re
ector by the

specularly re
ected �eld that can be approximated by the (known) incident �eld multiplied by an

appropriate plane-wave re
ection coe�cient. In the same way, the normal derivative of the specu-

larly re
ected �eld is approximated by the normal derivative of the incident �eld multiplied by the

same re
ection coe�cient. At each point of the re
ector, this re
ection coe�cient is computed un-

der the assumption that the incident wave�eld impinges upon the re
ector locally as a plane wave,

whereby the re
ector is also replaced by its tangent plane at the incident point. Corresponding

considerations are valid for the transmitted �eld and the respective transmission coe�cient.

Inserting Kirchho�-Helmholtz boundary conditions into the Kirchho� integral provides in

fact a high-frequency approximation to the re
ected wave. This leads to what is referred to as the

\Kirchho�-Helmholtz approximation" (see also, e.g., Frazer and Sen, 1985). Therefore we call the

resulting integral (which is considered in forward seismic modeling problems) brie
y the \Kirchho�-

Helmholtz integral (KHI)." For modeling purposes, this celebrated integral is traditionally used to

obtain the re
ection response of a smooth re
ector below a layered, smoothly varying overburden

(in which ray theory applies). Though mostly formulated for a common-shot con�guration, we

present this integral here for arbitrary seismic measurement con�gurations.

In contrast to their usefulness in forward problems, neither the original Kirchho� integral nor

the KHI is suited for solving the inversion problem that aims at imaging the re
ector and/or �nd-

ing the interface-re
ection coe�cients. One way to solve the inversion problem for a common-shot

record is to backward propagate the re
ected wave�eld (Schneider, 1978; Berkhout, 1985; Wape-

naar, 1993). This can be done by a trick, namely by replacing in the Kirchho� integral the retarded

Green's functions by advanced ones, which leads to the Porter-Bojarski integral (Langenberg, 1986).

In other words, the recorded re
ected wave is restarted with Huygens waves at the measurement

surface. In this way the re
ected wave propagates back into the medium towards the secondary
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sources, i.e., towards the re
ector. If considered in conjunction with the forward propagated �eld

from the common source and a suitable imaging condition (Claerbout, 1971), the re
ector can be

imaged.

However, this approach does not work for seismic measurement con�gurations other than

common-shot or common-receiver con�gurations (see Docherty, 1991). Another, more recent ap-

proach to image re
ected waves, valid for arbitrary measurement con�gurations, is based on the

geometrically motivated di�raction stack (Hagedoorn, 1954). Here, for each point in the given

macro-velocity model, the amplitude values of the seismic traces are summed up along the cor-

responding di�raction traveltime surface and the obtained stack result is assigned to the chosen

depth point. The mathematical formulation of this latter procedure in the high-frequency approx-

imation (see, e.g., Bleistein, 1987; Schleicher et al., 1993) leads to the weighted \di�raction-stack

integral (DSI)." The result of the DSI is the image of the subsurface re
ector giving a measure of

the re
ection coe�cient at any re
ector location.

In this report, we try to give a physical meaning to the heuristic ansatz chosen for the DSI

in Schleicher et al. (1993) by revealing its relationship to the KHI. We extend the acoustic case

presented in Tygel et al. (1994a) to an elementary elastic wave. As shown in Chapter II, both

the Kirchho�-Helmholtz and the Kirchho�-migration integrals give rise to closely related imaging

operations. Although both integral representations are not exactly inverses to each other in an

asymptotic sense, the DSI can be said to recover the information that is the input to the KHI. The

proof of this fact will be given in Chapter II of this report.

Our analysis will lead us to the following physical interpretation of both integrals, which

might be intuitively obvious but which will be mathematically quanti�ed below. The KHI (here

considered for a smooth re
ector below a smooth laterally inhomogeneous overburden) is usually

understood as the superposition of Huygens elementary waves located along the re
ector and

exploding (in response to the incident wave) with secondary-source strengths proportional to the

local plane-wave re
ection coe�cients. Each Huygens source would, if exploding on its own, generate

seismic energy distributed along the \di�raction-traveltime surface" (therefore also called \Huygens

surface") in the seismic record that results from the selected measurement con�guration. The

envelope of these Huygens surfaces is the re
ection-time surface. In other words, the two re
ector

attributes \location" and \re
ection coe�cient" are mapped by way of the Huygens sources into

the recorded re
ection within the seismic record section.

On the other hand, stacking the seismic trace amplitudes in the very same seismic record

section along the di�raction-time surface that pertains to a Huygens secondary-source point involves

then summing up all contributions that come from this particular Huygens wave center. This

operation, which is done by the DSI with certain weights, recovers then again from the recorded

re
ection both the re
ector location and the re
ection coe�cient, i.e., the two attributes that

characterize the Huygens source. In this way, the DSI can be interpreted as being a \physical

inverse" to the KHI.

The main emphasis in Chapter I is put on (a) reviewing the properties of the classical KHI, (b)

formulating it for arbitrary measurement con�gurations, and (c) providing its asymptotic evaluation

in such a way that it can be combined in Chapter II with an analogous treatment of the DSI. In this

way, both integrals can then be viewed as an asymptotic integral pair which helps to understand

the close relationship between forward modeling and migration/inversion.
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Kirchhoff-Helmholtz integral

The classical Kirchho� integral (see, e.g., Sommerfeld, 1964) represents a time-harmonic

acoustic wave�eld

^

U(G;!) (e.g., the pressure or the principal component of the elastic displacement

vector) at the observation point G (that is, the receiver location) in a constant-velocity medium

in terms of that very �eld,

^

U(P; !), and its normal derivative, known at all points P on a given

smooth surface �

0

that encloses point G (Figure I.1), provided the sources from which the �eld

^

�(P; !) originated are located outside �

0

. It also uses the Green's function

^

G(P;G; !), as well as

G

P

n̂Σ 0(P )

sources

Fig. I.1. The Kirchho� integral computes the wave�eld at an observation point (receiver) G pro-

vided the �eld and its normal derivative are given at an arbitrary surface �

0

surrounding G. The

sources of the �eld must be outside �

0

. For simplicity, the 3-D situation is featured by a 2-D sketch.

its normal derivative, computed at all points P on �

0

for a hypothetical �xed point source at G.

The symbol ! in the above expressions stands for a positive circular frequency. The time-harmonic

dependency exp(i!t) is omitted in all expressions below.

With this understanding, the standard Kirchho� integral (see, e.g., Langenberg, 1986) may

be written as

^

U(G;!) =

1

4�

Z

�

0

Z

d�

0

(P )

1

�(P )

"

^

U(P; !)

@

^

G

@n

(G;P; !)�

^

G(G;P; !)

@

^

U

@n

(P; !)

#

; (I.1)

where the vector
^
n, normal to �

0

, points outwards, i.e., out of the enclosing surface �

0

into the

region where the sources of the wave�eld

^

U(G;!) are found. Also, @=@n =
^
n �r denotes the normal

derivative in that direction. Finally, �(P ) is the density of the medium at point P .

As shown in Appendix A, elementary elastic waves can be described by a scalar wave equa-

tion, too. In Appendix B, we derive the corresponding scalar elastic Kirchho� integral. From this

Appendices, we see that a similar scalar description holds not only for acoustic but also for ele-

mentary elastic waves. All we have to do is to introduce a medium parameter function f(P ) which

varies with the location of P . For acoustic waves, f = 1=� and for elastic waves, f = �v

2

, where

v is the local wave velocity at P . In this generalization, we have the following form of the scalar

Kirchho� integral

^

U(G;!) =

1

4�

Z

�

0

Z

d�

0

(P ) f(P )

"

^

U(P; !)

@

^

G

@n

(G;P; !)�

^

G(G;P; !)

@

^

U

@n

(P; !)

#

: (I.2)

By letting a part of the enclosing surface �

0

coincide with the illuminated portion of a

re
ecting interface (see Figure I.2) and by extending the rest of �

0

towards in�nity and applying
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G
P

R

n̂

Σ R

Σ 0(P )

incident
wavefield

reflected
wavefield

primary
sources

secondary sources

Fig. I.2. For the computation of the re
ected �eld at G, surface �

0

is extended to match the

re
ector �

R

at one side and to approach in�nity everywhere else. For simplicity, the 3-D situation

is featured by a 2-D sketch.

Sommerfeld's radiation condition, the Kirchho� integral (I.2) can be used to describe the �eld

scattered from the re
ecting interface (see, e.g., Bleistein, 1984). Note that the primary sources

are now assumed to lie inside �

0

so that the incident (or direct) wave�eld is not propagated by

integral (I.2), whereas the secondary sources (scatterers) are assumed to be outside �

0

(Figure I.2).

In the following, the illuminated part of the re
ecting interface is denoted by �

R

. As is shown in

Appendix B, a corresponding procedure can also be conceived for the transmission case. Thus, all

following derivations, although discussed with respect to a re
ected wave�eld, can also be applied

to a transmitted wave�eld.

Let us now assume that the wave�eld to be described results form an omnidirectional point

source at a point S. This source emanates a signal described by a function F [t]. Denoting the Green's

function of the scattered �eld originating from a point source at S by

^

G

s

, we have

^

U =

^

F [!]

^

G

s

. Thus,

the Kirchho� integral for a laterally inhomogeneous overburden can be written as an integration

over all points P = R of the surface �

R

, viz.,

^

U(G;!) =

�

^

F [!]

4�

Z

�

R

Z

d�

R

(R) f(R)

�

^

G

s

(S;R; !)

@

^

G(G;R; !)

@n

�

@

^

G

s

(S;R; !)

@n

^

G(G;R; !)

�

: (I.3)

The di�erent sign in comparison to equation (I.2) accounts for the inverted direction of
^
n. In fact

it is common in the literature to invert the direction of the surface normal during this process so

as to have it pointing towards the observation point G.

The Kirchho�-Helmholtz approximation replaces the (unknown) Green's function

^

G

s

(S;R; !)

of the scattered �eld in equation (I.3) at each point P = R on the re
ecting interface �

R

by the

following (known) single-scattering approximation of the specularly re
ected �eld (Figure I.2).

It can be understood as a local plane-wave approximation due to its analogies to the re
ection

of a plane wave at a planar interface as explained in Appendix C. To obtain the approximate

re
ected wave�eld, let the re
ector at R be locally replaced by its tangent plane. Also, suppose

that the incident �eld is replaced by a plane wave with the same frequency, amplitude, and incidence

angle as the actually incident wave at R. Immediately after re
ection, the approximate re
ected

�eld is equal to the incident �eld multiplied by the plane-wave re
ection coe�cient R

c

(R). The

propagation direction of the re
ected wave�eld is determined by Snell's law. In other words, both

the wave vector and the re
ection coe�cient of the re
ected wave are determined by the incident

�eld and the normal direction of re
ection surface �

R

. In the same way, the normal derivative of

the re
ected �eld is replaced by the normal derivative of the local plane-wave re
ection at R. Due
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to the di�erent propagation directions before and after specular re
ection, the specular re
ected

�eld at R has the same sign as the incident �eld whereas its normal derivative has opposite sign.

The indicated procedure is a natural generalization of the physical optics approximation (see, e.g.,

Bleistein, 1984; or Langenberg, 1986), where the above substitutions are made for perfectly rigid

(R

c

= 1) or perfectly soft (R

c

= �1) scatterers �

R

.

In symbols, we have for the scattered �eld

^

G

s

(S;R; !) in Kirchho�-Helmholtz approximation

(see also Appendix C)

^

G

s

(S;R; !) = R

c

(R)

^

G(S;R; !) ; (I.4a)

@

^

G

s

(S;R; !)

@n

= i!

cos�

+

R

v

+

R

R

c

(R)

^

G(S;R; !) ; (I.4b)

where

^

G(S;R; !) is the Green's function of the incident wave�eld at R and R

c

(R) denotes the

plane-wave re
ection coe�cient at point R on the interface �

R

, given the ray incident from the

source at S. Moreover, v

+

R

is the medium velocity at point R that governs the wave propagation

after re
ection. Finally, �

+

R

in equation (I.4b) denotes the acute angle which the specular re
ected

ray makes with the normal
^
n to �

R

at R immediately after re
ection at R on �

R

(see Figure I.3).

In other words, it is connected to the incidence angle �

�

R

at R via Snell's law. Note that the above

GS

R

n̂

α¡
R

α+
R

αG
R

Σ R

Fig. I.3. Geometric situation at the re
ector. The angles �

�

R

, �

+

R

, and �

G

R

at R denote the incidence

angle of the ray from S, the angle of specular re
ection, and the angle of the nonspecular ray to G,

respectively. For details, see text. In this 2-D sketch featuring the 3-D situation, a constant-velocity

medium and a planar measurement surface are used for simplicity.

representation for

^

G

s

(S;R; !) is a high-frequency approximation for the �eld scattered from �

R

which is equivalent to zero-order ray theory (see also Appendix C).

Two Green's functions

^

G(S;R; !) and

^

G(G;R; !) (i.e., the time-harmonic responses at R

for point-sources at S and G, respectively) are, in general, very di�cult to obtain analytically in

inhomogeneous media. They are, thus, in analogy to the above high-frequency approximation for

G

s

(S;R; !), in most computations replaced by their leading terms in powers of 1=!, i.e., by their

zero-order ray-theoretical (high-frequency) approximations

^

G(S;R; !) ' G

0

(S;R) exp[�i!�(S;R)] (I.5a)

and

^

G(G;R; !) ' G

0

(G;R) exp[�i!�(G;R)]; (I.5b)

where G

0

(G;R) and �(G;R) denote the amplitude factor and traveltime along the ray GR, with

corresponding meanings for G

0

(S;R) and �(S;R). As explained in Appendix C, the use of the
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Kirchho�-Helmholtz approximation is equivalent to further consider the high-frequency approxi-

mations of the normal derivative of the Green's function

^

G(G;R; !),

@

^

G(G;R; !)

@n

=

@

@n

�

G

0

(G;R) exp[�i!�(G;R)]

�

= [

@G

0

(G;R)

@n

+ G

0

(S;R) (�i!)

@�(G;R)

@n

] exp[�i!�(G;R)]

' (�i!)

@�(G;R)

@n

G

0

(G;R) exp[�i!�(G;R)]

' (�i!)

cos�

G

R

v

+

R

G

0

(G;R) exp[�i!�(G;R)] : (I.6)

Here, �

G

R

denotes the acute angle the ray GR makes with the normal to �

R

at R (see Figure I.3).

The last equality in equation (I.6) can be readily derived using the eikonal equation for the ray

GR.

Equations (I.4) together with (I.5) and (I.6) constitute the Kirchho�-Helmholtz approxima-

tion and correspond to equations (C-9) and (C-10) in Appendix B. The expression resulting from

inserting these high-frequency expressions into the Kirchho� integral of equation (I.2) is called the

\Kirchho�-Helmholtz integral (KHI)." Using a slightly modi�ed notation, we �nd for the KHI the

important expression

^

U(G;!) '

^

F [!]

i!

2�

Z

�

R

Z

d�

R

(R)R

c

(R)K

KH

(S;R;G) exp[�i!�

D

(S;R;G)]; (I.7a)

or in the time domain

U(G; t) '

1

2�

Z

�

R

Z

d�

R

(R)R

c

(R)K

KH

(S;R;G) F

0

[t� �

D

(S;R;G)] ; (I.7b)

where the prime denotes the derivative with respect to the argument. In this case, this is equal to

the time derivative. The point-di�ractor traveltime �

D

(S;R;G) in formulas (I.7) is simply the sum

of the traveltimes along the rays SR and GR, namely,

�

D

(S;R;G) = �(S;R) + �(G;R): (I.8)

It can be associated with the traveltime of a \di�raction event" from the source at S to the

hypothetical Huygens secondary-source point R on �

R

and from there to the observation point G.

The amplitude kernel K

KH

(S;R;G) is given by

K

KH

(S;R;G) = f(R) G

0

(S;R) G

0

(G;R) O

KH

(S;R;G); (I.9)

in which O

KH

(S;R;G) denotes the so-called obliquity factor

O

KH

(S;R;G) =

cos�

+

R

+ cos�

G

R

2v

+

R

: (I.10)

The obliquity factor O

KH

(S;R;G) accounts for the di�erence in directions of the specular re
ected

ray and ray GR at R.

Let us now assume that the re
ecting interface �

R

is given in a parametrized form with a

2-D parameter vector, say �. In other words, we set R = R(�). Moreover, we assume that the
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considered source and observation points lie on a given measurement surface �

M

and that to each

source point S there corresponds one receiver point G. In that case, also S and G can be expressed

in parametrized form with a 2-D parameter vector, say �. In other words, we write S = S(�)

and G = G(�). Using these parametrizations, we can recast the KHI representations (I.7a) (in the

frequency domain) and (I.7b) (in the time domain) into

^

U(�; !) '

i!

2�

^

F [!]

Z

�

R

Z

d�

R

(�) K

KH

(�;�) R

c

(�) exp[�i!�

D

(�;�)]; (I.11a)

and

U(�; t) '

1

2�

Z

�

R

Z

d�

R

(�) K

KH

(�;�) R

c

(�) F

0

[t� �

D

(�;�)]; (I.11b)

respectively. All quantities within the integrands of these two integrals are now functions of �

and � and not any more of S, R and G. It is worthwhile to keep in mind that in the KHI, the

vector � remains �xed and only � varies. Note that in Appendix D, integral (I.11a) is obtained

independently from applying the elastic generalization of the Kirchho�-Helmholtz approximation

to the full elastic, anisotropic representation integral, and reducing the resulting expression to the

case of isotropy.

Introducing the notation

u(�; t) = R

c

(�) F [t] ; (I.12)

which we will identify as a quite natural description of a secondary Huygens source at R(�) with

R

c

(�) being the \Huygens source strength" and with the \Huygens source wavelet" given by F [t],

the above expression (I.11b) assumes the convenient compact form

U(�; t) '

1

2�

Z

�

R

Z

d�

R

(�) K

KH

(�;�)

@u

@t

(�;�; t� �

D

(�;�)) (I.13)

that is suitable to be used in forward modeling and which is appropriate for the later treatment.

For convenience, we introduce the notation

U(�; t) = I

KH

[u(�; t)](�; t) (I.14)

to represent the above integral (I.13).

Usually, the Kirchho� integral (I.2) or its time-domain equivalent is interpreted as fol-

lows. The wave�eld recorded at receiver G is constructed by a superposition of the contributions

of monopole (

^

G(G;P; !)) and dipole (

^

@G(G;P; !)=@n) Huygens secondary sources originating at

d�

0

(P ) on the surface �

0

being excited by the incident �eld (

^

U(P; !)). The Kirchho�-Helmholtz

integral (I.13), on the other hand, gives a more compact representation. Here, the time-domain

contributions of the monopoles and dipoles are combined. They are moreover separated into e�ects

due to the overburden and the re
ector. All overburden e�ects are accounted for by the integral

kernel (we may also call it a weight function) K

KH

(�;�) and the time-function �

D

(�;�). The re-


ector attribute \location" is included in the integration over �

R

and the quantity u(�; t) accounts

for the re
ector attribute \re
ection coe�cient" R

c

(�). The question why u(�; t) also includes the

analytic source pulse F [t] will be answered in the next paragraph.

Surely in formula (I.13) all quantities on the right-hand side are known and the separation

of the integrand into overburden and re
ector e�ects appears arti�cial. This is, however, no longer
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the case when the inverse problem is to be addressed. Like in forward modeling, also in inversion

the overburden will be known on account of the macro-velocity model and the measurement con�g-

uration. The integral kernel K

KH

(�;�) and the time �

D

(�;�) can therefore be looked upon as the

known parameters governing both modeling and inversion. On the other hand, the attributes of the

re
ector together with the source wavelet, being the \input" for modeling using the KHI, are the

desirable unknown \output" of an inversion. In the same way, the seismic re
ections, that are the

\output" of modeling, are the \input" of an inversion. In other words, the Huygens sources map

the re
ector attributes and the source wavelet { which can therefore viewed as being attributes

that characterize the Huygens sources as indicated in connection with equation (I.12) { into the

seismic re
ection. The inversion aims at recovering these attributes.

Asymptotic evaluation of the KHI

We return now to the KHI in the frequency domain (I.11a) and apply the stationary-phase

method (Bleistein, 1984) to obtain its high-frequency asymptotic evaluation

^

U(�; !) ' �

KH

(�) R

c

(�

Ref

)

^

F [!] exp[�i!�

D

(�;�

Ref

)] ; (I.15a)

where

�

KH

(�) =

K

KH

(�;�

Ref

)

jdet(
H

�

F

(�))j

1=2

exp

�

i

�

4

[2� Sgn(
H

�

F

(�))]

�

(I.15b)

with Sgn(
H

�

F

) denoting the signature (number of positive eigenvalues minus number of negative

eigenvalues) of the Hessian matrix

H

�

F

(�) =

�

@

2

�

D

@�

i

@�

j

�

�=�

Ref

: (I.16)

This matrix is supposed to be nonsingular (i.e., to have a nonvanishing determinant) throughout

this work. In other words, receivers at caustic points are excluded from the present analysis. As

shown in Hubral et al. (1992), matrix
H

�

Ref

(�) accounts for the in
uence of the Fresnel zone at the

re
ector on the re
ected wave�eld.

Transforming result (I.15a) back into the time domain, we �nd the following asymptotic

result of the Kirchho�-Helmholtz integral (I.14)

I

KH

[u(�; t)](�; t) = U(�; t)

' �

KH

(�) R

c

(�

Ref

) F [t� �

D

(�;�

Ref

)] : (I.17)

In the above equations, � = �

Ref

is the stationary phase point of integral (I.11a), i.e., the one,

where

�

D

(�;�)

@�

i

�

Ref

= 0 for i = 1; 2 : (I.18)

It determines the re
ection point R

Ref

= R(�

Ref

) on �

R

that pertains to the source-receiver pair

(S(�); G(�)), so that SRG constitutes the re
ection ray. As stated earlier, we assume that this ray

is uniquely determined for the domains of de�nition of the parameter vectors � and � that describe

the measurement con�guration on �

M

and the re
ector �

R

, respectively. In other words, equation

(I.18) de�nes a one-to-one relationship between � and �

Ref

= �

Ref

(�).
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The important formula (I.17) possesses the form of the zero-order ray-theory solution of the

re
ection event that pertains to the source-receiver pair (S(�); G(�)). Let us now write representa-

tion (I.17) in the familiar ray-theoretical form

U(�; t) = U

0

(�) F [t� �

Ref

(�)]; (I.19a)

where the amplitude factor is given by

U

0

(�) = R

c

(�

Ref

)

A(�)

L(�)

: (I.19b)

In the above expression, �

Ref

(�) is the traveltime along the re
ection ray SRG. Moreover, the

factor A accounts for the amplitude loss due to crossing of overburden interfaces (transmission

losses) along the total ray path excluding the re
ection coe�cient R

c

(�

Ref

) at the interface �

R

.

For elastic elementary waves, it is given by (

�

Cerven�y, 1987)

A(�) = g

"

1

�

S

v

2

S

�

G

v

2

G

#

1=2

N

Y

n=1

"

�

o

n

v

o

n

cos�

o

n

�

i

n

v

i

n

cos�

o

i

#

1=2

c

n

= g

"

1

�

S

v

2

S

�

G

v

2

G

#

1=2

N

Y

n=1

~c

n

; (I.20a)

where �

i;o

n

, v

i;o

n

, and �

i;o

n

denote the density, wave velocity, and propagation angle, respectively, of

the incoming and outgoing ray at the nth interface and c

n

is the transmission coe�cient at that

interface. Also, g is the source strength that may include source directivity and radiation pattern

factors. Note that the above expression for A is completely reciprocal as ~c

n

denotes the reciprocal

transmission coe�cient (

�

Cerven�y, 1987). For acoustic waves, we have correspondingly

A(�) = g [�

S

�

G

]

1=2

N

Y

n=1

"

�

i

n

v

i

n

cos�

o

n

�

o

n

v

o

n

cos�

o

i

#

1=2

c

n

= g [�

S

�

G

]

1=2

N

Y

n=1

~c

n

; (I.20b)

Finally, in both cases the (real or imaginary) quantity

L(�) =

s

J

v

S

v

G

(I.21)

denotes the normalized reciprocal geometrical-spreading factor of the total re
ection ray SRG with

J being the ray Jacobian. For a homogeneous medium, L equals the distance between source

and receiver along the ray. The particular de�nition for L was chosen because it is a natural

reciprocal extension to heterogeneous media of the normalized geometrical-spreading factor de�ned

by Newman (1973) for horizontally layered media. The de�nition of

�

Cerven�y (1987) without velocity

normalization is reciprocal but not a length, and the de�nition of Ursin (1990; also used in previous

works of the authors, see, e.g., Schleicher et al., 1993) with normalization by the source velocity v

S

is not reciprocal.

Equation (I.19a) is the �nal asymptotic result of the KHI. It states (in the high-frequency

approximation) that the superposition of the contributions of all Huygens secondary sources origi-

nating along the re
ector, each of which would distribute its energy along a di�raction traveltime

surface �

D

(�;�), constructively interferes and results in the total elementary wave�eld re
ected from

�

R

. The seismic re
ection event resulting from this constructive interference in the (�; t)-domain

aligns itself along the re
ection traveltime surface �

Ref

(�) (Figure I.4).

Geometrical-spreading decomposition
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Huygens secondary sources reflector

diffraction traveltime surfaces

reflection traveltime surface

z 
 d

ep
th

ti
m

e 
 t

x

inhomogeneous reflector overburden

Fig. I.4. Physical interpretation of the Kirchho�-Helmholtz integral (2-D sketch): Each Huygens

secondary source, when exploding after excitation, produces energy in a seismic section along

certain di�raction-traveltime surfaces. Superposing at the receiver the responses of all Huygens

sources distributed along the re
ector results in the usual elementary seismic re
ection response

with energy distributed along the re
ection traveltime surface.

By the uniqueness of the ray solution, we may equate the right-hand-sides of expressions

(I.17) and (I.19a) to obtain the relationships (Goldin, 1991; Schleicher et al., 1993)

�

Ref

(�) = �

D

(�;�

Ref

) (I.22a)

for the traveltime and

A(�)

L(�)

= �

KH

(�) (I.22b)

for the amplitude of the wave�eld at G.

Equation (I.22a) tells us the obvious fact that the total traveltime �

Ref

(�) along the re
ection

ray SR

Ref

G equals the sum of the traveltimes �

D

(�;�

Ref

) along the two ray segments, one from S(�)

to R

Ref

(�

Ref

) and the other from G(�) to this re
ection point. Equation (I.22b) on the other hand

states that the amplitude of the wave�eld can be written (in the high-frequency approximation)

as the ratio between the transmission loss A(�) and the geometrical-spreading factor L(�), a fact

that seems also to be not very exciting.

Whereas equation (I.22a) contains nothing new indeed, equation (I.22b), however, can be

used to derive an interesting relationship between the geometrical-spreading factors of the two

ray segments SR

Ref

and GR

Ref

and the total ray SR

Ref

G. For that purpose, it is convenient to

introduce the \Fresnel spreading factor" (Tygel et al., 1994a)

L

F

(�) =

O

KH

(�;�

Ref

)

jdet(
H

�

F

(�)j

1=2

exp

�

i

�

2

[1� Sgn(
H

�

F

(�))=2]

�

; (I.23)
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as well as the notations

G

0

(S;R) = G

S

0

(�;�) =

A

S

(�;�)

L

S

(�;�)

(I.24a)

and

G

0

(G;R) = G

G

0

(�;�) =

A

G

(�;�)

L

G

(�;�)

; (I.24b)

in which G

S

0

(�;�) represents the amplitude factor of the Green's function for the ray segment con-

necting S(�) to R(�) after re
ection at R. Analogously, A

S

(�;�) and L

S

(�;�) denote the ampli-

tude loss (due to all transmissions across overburden interfaces) and the point-source geometrical-

spreading factor for this ray segment SR, respectively. The quantities G

G

0

(�;�), A

G

(�;�), and

L

G

(�;�) pertain to the ray segment GR. For these quantities, corresponding equations to formulas

(I.20) and (I.21) can be given.

From Snell's law, the obliquity factor O

KH

at the specular re
ection point R

Ref

= R(�

Ref

)

is given by

O

KH

(�;�

Ref

) =

cos#

R

(�

Ref

)

v

R

(�

Ref

)

; (I.25)

where #

R

(�

Ref

) denotes the angle the re
ected ray SR

Ref

G makes with the normal to the re
ection

surface �

R

at the re
ection point R

Ref

and v

R

(�

Ref

) is the medium velocity just above this point.

Collecting equations (I.9), (I.15b), (I.23), and (I.25), we can replace the factor �

KH

(�) in equation

(I.22b) by

�

KH

(�) = G

S

0

(�;�

Ref

) G

G

0

(�;�

Ref

) L

F

(�) (I.26)

We now return to equation (I.22b), �rst noting the obvious fact that

A(�) = f(R) A

S

(�;�

Ref

) A

G

(�;�

Ref

) ; (I.27)

namely that the total transmission loss in amplitude (due to crossing all overburden interfaces along

the whole ray path) is the product of the transmission losses along the two ray segments. Formula

(I.27) can be readily induced from the equations for A

S

and A

G

corresponding to expressions (I.20).

Together with equations (I.24), we obtain the important decomposition formula

L(�) =

L

S

(�;�

Ref

) L

G

(�;�

Ref

)

L

F

(�)

: (I.28)

The decomposition formula (I.28) has been previously derived in di�erent ways for acoustic

waves (Goldin, 1991; Schleicher et al., 1993; Tygel et al., 1994a). For elementary elastic waves, it

has recently been deduced by Ursin and Tygel (1998). Formula (I.28) explains why L

F

is called the

\Fresnel spreading factor." It accounts for the in
uence of the Fresnel zone at R(�

Ref

), described by

the Fresnel matrix
H

�

F

, on the total geometrical spreading along the complete ray SRG. Although it

has not been explicitly stated there, formula (I.28) is fundamental for the theory of true-amplitude

Kirchho� prestack migration as presented in Schleicher et al. (1993).

Let us stress that all factors used in formula (I.28) have a modulus and a phase. Thus, formula

(I.28) provides a decomposition not only for the modulus but also for the phase of the geometrical-

spreading factor, which is determined by the number of caustics. In other words, knowning the

number of caustics for the ray segment SR

Ref

(assuming a point source at S) and also that for the

ray segmentGR

Ref

(assuming a point source atG), the number of caustics can be determined for the
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total re
ected ray SR

Ref

G including the in
uence of the re
ector (assuming a point source at either

S or G). The derivation given here for a re
ected wave can be done in a completely parallel way for a

wave�eld transmitted through an interface (with the points S and G located on opposite sides of the

interface). Therefore, equations (I.27) and (I.28) are also valid for the case of transmission. This fact

has been used in Hubral et al. (1995) to derive a multi-segment decomposition for the geometrical-

spreading factor and the number of caustics along an arbitrary ray into point-source contributions

along each segment plus additional contributions from the Fresnel zones at the intersection points.

Summary and conclusions

In Chapter I of this report, we have so far only addressed a classical forward scattering

problem for a re
ector below a layered, laterally smoothly inhomogeneous overburden. Using the

ray-principal component, a scalar description of elementary elastic waves was introduced that al-

lows to formulate a generalized scalar Kirchho� representation integral. This representation was

shown to be approximately valid for elementary acoustic and elastic waves. The validity conditions

for this approximation are the same as for classical ray theory. Using the Kirchho�-Helmholtz ap-

proximation in this integral, a representation of the resulting Kirchho�-Helmholtz integral (KHI)

for arbitrary measurement con�gurations has been obtained.

In the present representation, the e�ects of the overburden and the re
ector on the re
ected

wave were separated. This separation may look arti�cial in the forward problem, but it will become

signi�cant when studying the inversion of the KHI. By comparison of the high-frequency evaluation

of the KHI to the zero-order ray-theoretical high-frequency representation of the re
ected wave�eld,

a decomposition formula for the geometrical-spreading factor (including the number of ray caustics)

was derived.

The results obtained in Chapter I of this report will their full signi�cance in Chapter II, where

we will address the inverse problem, i.e., the recovery of the re
ector image and the re
ection co-

e�cients from the recorded scattered �eld. Though this latter problem is, of course, in principle as

well-solved as the forward problem [it is in fact often based on the Generalized Radon Transform

(Gubernatis et al., 1977a; Gubernatis et al., 1977b; Beylkin, 1985), and can be either mathemati-

cally (Bleistein, 1987; Miller et al., 1987) or geometrically motivated (Schleicher et al., 1993)], the

relationship between both forward and inverse scattering problems in a laterally inhomogeneous

environment and for arbitrary measurement con�guration (i.e., not only for shot records) has, in

our opinion, not been as su�ciently elaborated in wave-theoretical terms as is done here. This

applies particularly to the situation when considering measurement con�gurations other than that

of a shot record. We think that this relationship is particularly well exposed once the connection

between the di�raction-stack integral (DSI) (that solves the migration/inversion problem) and the

KHI (that solves the forward scattering problem) is established. In Chapter II, we attempt to pro-

vide this connection. There we will brie
y review the theory of the DSI along the lines applied in

this chapter to the KHI. Thereafter, we will be ready to formulate both integrals as \physically

inverse" to each other.
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CHAPTER II: MIGRATION/INVERSION

Introduction

In Chapter I of this report, we have dealt with one of the surface-integral solutions to the

scalar wave equation (Wapenaar and Berkhout, 1993), namely the well-known Kirchho� integral

(Sommerfeld, 1964). It computes the propagation of re
ected waves away from the secondary sources

using the �eld and its normal derivative on a closed boundary encompassing the observation point.

Although mathematically not consistent and therefore obviously strictly not correct, it is often

useful to approximate the �eld at the re
ector by the so-called \Kirchho�-Helmholtz boundary

conditions" (Sommerfeld, 1964). These replace the total �eld on the closed boundary by the incident

�eld (or by the specularly re
ected �eld in case of re
ected waves) on the illuminated portion of the

boundary. Inserting these boundary conditions into the Kirchho� integral provides in fact a high-

frequency approximation, referred to as the \Kirchho�-Helmholtz approximation." The resulting

integral (which is very frequently used for forward seismic modeling) is brie
y called the \Kirchho�-

Helmholtz integral (KHI)." In Chapter I, this integral was explicitly formulated for a smooth

re
ector below a layered, smoothly varying overburden (in which ray theory applies) and arbitrary

seismic measurement con�gurations (i.e., not only a shot record).

In contrast to their usefulness in forward modeling problems, neither the original Kirchho�

integral nor the KHI is suited for solving the inverse problem, because neither of them is capable

of backward propagating the wave�eld in direction towards the secondary sources. The problem is

conventionally circumvented by replacing retarded Green's functions in the integral by advanced

ones, thus forward propagating imploding waves instead of backward propagating the true exploding

ones (Porter, 1970; Bojarski, 1982). In this way, one can achieve to image the re
ector and/or �nd

the interface re
ection coe�cients. A recent approach to image re
ected waves is based on the

geometrically motivated (Hagedoorn, 1954) di�raction stack, where the wave�eld, recorded in an

arbitrary measurement con�guration, is summed up along di�raction traveltime surfaces and the

obtained values are assigned to the corresponding di�raction points. The mathematical formulation

of this procedure in the high-frequency approximation (see, e.g., Schleicher et al., 1993) leads to

the weighted \di�raction-stack integral (DSI)." The result of applying the DSI to seismic data is

the image of the subsurface re
ector giving a measure of the re
ection coe�cient at any re
ector

location.

In this Chapter II, we will address the inverse problem, i.e., the recovery of the re
ector

image and the determination of the re
ection coe�cients from the recorded scattered �eld. Though

this inverse problem, of course, has been as well-solved as the forward problem, dealt with in

Chapter I (Bleistein, 1987; Miller et al., 1987; Schleicher et al., 1993), the relationship between

both forward and inverse scattering problems has, in our opinion, so far not been as su�ciently

elaborated in wave-theoretical terms as is done here. This relationship is particularly well exposed

once the connection between the DSI (that solves the migration/inversion problem) and the KHI

(that solves the forward modeling problem) is established. It is our aim to establish this connection.

We will start by brie
y reviewing the theory of the DSI along the lines as done in Chapter I with

the KHI. Thereafter, we will be ready to formulate the desired relationship between both integrals

in physical terms.
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Our investigation will provide a physical meaning to the heuristic ansatz chosen for the DSI

in Schleicher et al. (1993). In this way, its relationship to the KHI will be revealed. As shown below,

both integrals give rise to closely related transform operations. Our objective here is no more than

to show that the DSI and the KHI are closely related operations, in the sense that the DSI recovers

the information that is input to the KHI. This fact might appear to be intuitively obvious but,

in our opinion, still requires a sound mathematical analysis (that involves the application of the

stationary-phase method) to demonstrate the relationship in an asymptotic sense.

Our analysis will lead us to the following physical interpretation of both integrals, which will

be quanti�ed below. The KHI is understood as the superposition of Huygens elementary waves that

explode along the re
ector. Their source strengths are proportional to local plane-wave re
ection

coe�cients. The DSI on the other hand is the operation that recovers the strength of the Huygens

sources along the re
ector. Each Huygens source would, if exploding on its own, generate seismic

energy that constructively interferes along a di�raction traveltime surface in the seismic data. The

weighted stacking of the seismic trace amplitudes along this surface by the DSI is nothing more than

reflector ΣR

ΠM

M

2αM

S(ξ ) G(ξ )

η1

η2

X

Y

Z

Fig. II.1. Laterally inhomogeneous Earth model with smoothly curved interfaces. Also indicated

is a ray that joins the source point S via an arbitrary medium point M , here chosen to lie on

the re
ector �

R

(hatched surface), to the corresponding receiver at point G. The plane �

M

is the

tangent plane to the re
ector at M . Its normal vector halfs the angle 2�

M

between the source ray

segment SM and the receiver ray segment MG.

summing up all contributions that come from this particular Huygens wave center. In this way, the

DSI can be though of as a \physical inverse" to the KHI. Note that for the following demonstration

that KHI and DSI are physically inverses to each other in the sense described above, we will assume

the re
ector �

R

(Figure II.1) to be speci�ed in both operations. We then only need to consider

points on �

R

. However, the DSI can also be interpreted as a physical inverse to the KHI in an

even broader sense as also the re
ector location, that is an \input" to the KHI, can be recovered

(Schleicher et al., 1993).
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Diffraction-stack integral

A general imaging approach which allows for arbitrary measurement con�gurations is based

on the weighted di�raction-stack integral (DSI) (Bleistein, 1987; Schleicher et al., 1993), applied

to the recorded seismic traces along di�raction-time surfaces (Huygens surfaces) that are con-

structed with the help of a laterally inhomogeneous macro-velocity model. Based on asymptotic

high-frequency evaluations, one can show that the DSI provides not only the re
ector location

(imaging), but also amplitudes on the re
ector that are free of geometrical-spreading losses. Ap-

propriate weight functions need only be speci�ed. They depend on the macro-velocity model and

on the measurement con�guration.

For a given weight or kernel function K

DS

(�;M) determined by a �xed point M within the

medium (see Figure II.1) and all source-receiver pairs (S(�); G(�)), with � de�ned in the aperture

set A, the DSI can be written as (1993)]

d(M; t) =

�1

2�

Z

A

Z

d

2

� K

DS

(�;M)

@D

@t

(�; t+ �

D

(�;M)) : (II.1)

We now construct the plane �

M

through point M normal to n

M

. On that plane, we de�ne an

arbitrary 2D-Cartesian coordinate system � = (�

1

; �

2

). With this coordinate system, we recognize

equation (II.1) as an integral transformation that can be represented, in accordance to equation

(I.14) for the Kirchho�-Helmholtz integral, in the symbolic form

d(�; t) = I

DS

[D(�; t)](�; t) : (II.2)

The above integral represents a weighted stack (i.e., a weighted summation) over all analytic

data traces D(�; t). This stack is performed along the di�raction-time surfaces

� = t+ �

D

(�;M) = t+ �(S(�);M) + �(G(�);M); (II.3)

where � varies over the aperture set A. This is the reason, why integral (II.1) is called a \di�raction

stack." In equation (II.3), �(S(�);M) and �(G(�);M) designate the traveltimes along the rays SM

and MG, respectively. The value d(M; t = 0) is the analytic migration output that is allocated

to point M . In case of real-valued re
ection coe�cients, its real part is su�cient. The function

K

DS

(�;M) is speci�ed as follows. Assuming the source-receiver pair (S(�); G(�)) �xed, we trace

from M the rays MS and MG and consider the vector

n

M

= r

M

[�(S;M) + �(G;M)] =r

M

�

D

(�;M); (II.4)

where r

M

denotes the 3D-vector gradient with respect to dislocation of M . In other words, the

vector n

M

is the interface normal to a (real or hypothetical) interface at which a specular re
ection

that follows the ray SMG takes place. In the case of a monotypical re
ection (e.g., a pure P-wave

re
ection) at M , this vector bisects the angle between the slowness vectors of the two rays SM

and GM at M , because then

jr

M

�(S;M)j = jr

M

�(G;M)j = 1=v(M) : (II.5)

where v(M) is the wave velocity at point M that is, in this case, the same for both ray segments.
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According to Schleicher et al. (1993), the kernel K

DS

(�;M) should be speci�ed as

K

DS

(�;M) =

M(�;�)O

DS

(�;�)

G

S

0

(�;�)G

G

0

(�;�)

; (II.6)

where

O

DS

(�;�) =

v

M

(�)

cos#

M

(�)

(II.7a)

and

M(�;�) =

�

�

�

�

�

�

det

0

@

@

2

�

D

@�

i

@�

j

(�;�)

1

A

�

�

�

�

�

�

: (II.7b)

The factors G

S

0

(�;�) and G

G

0

(�;�) are the same as explained in Chapter I.

In analogy to equation (I.19a), let us suppose that in integral (II.1) the data functionD(�; t) =

D(S(�); G(�); t) can be appropriately described by the zero-order ray solution of the re
ection

response from interface �

R

for the pair (S(�); G(�)), namely

D(�; t) = U

0

(�) F (t� �

Ref

(�)) ; (II.8)

with U

0

(�) given by equation (I.19b). Then, we can readily rewrite the DSI given by equation (II.1)

as

d(�; t) =

�1

2�

Z

A

Z

d

2

� K

DS

(�;M) U

0

(�)

@

@t

F (t+ [�

D

(�;M)� �

Ref

(�)]): (II.9)

Both real and imaginary parts of the value d(M; t = 0) are close to zero, if M is su�ciently away

from the re
ector �

R

. For pointsM vertically above or below the re
ector, in the near vicinity of it,

d(M; t = 0) is a well de�ned analytic pulse as a function of M (Tygel et al., 1994b). Consequently

formula (II.9) does not only describe the depth-migrated image of the re
ection (II.8) upon �

R

,

but it describes the whole \signal bed" (of variable thickness) to which the depth-migrated signals

located along the interface �

R

are con�ned. If the phase property of the source signal F (t) (causal,

minimum-phase, symmetric, anti-symmetric, etc.) is known, it will be possible to determine the

exact re
ector location �

R

from the di�raction stack output.

In the framework of the theory presented in this work, our aim is to relate the DSI to the

KHI. For that purpose, we con�ne in the following analysis the asymptotic evaluation of the former

integral (that is done along the same lines as applied in Chapter I to the KHI) only to the case

that M falls upon �

R

.

Asymptotic evaluation of the DSI

In a similar way as we performed the asymptotic evaluation of the KHI, we can evaluate the

DSI given by formula (II.9) for the case where point M lies on the re
ector �

R

, namely by setting

M = R(�). It is appropriate to rewrite equation (II.9) for this case and replace point M by the

parameter vector �. We have then

d(�; t) =

�1

2�

Z

A

Z

d

2

� K

DS

(�;�) U

0

@F

@t

(�; t+ �

D

(�;�)) ; (II.10a)

17



where

K

DS

(�;�) =

M(�;�)O

DS

(�;�)

G

S

0

(�;�)G

G

0

(�;�)

; (II.10b)

withM(�;�) and O

DS

(�;�) given by equations (II.7). Note that in the DSI only � varies whereas

� remains a �xed parameter.

The asymptotic evaluation of the DSI in the form given by equation (II.10a) at point R =

R(�) on the re
ector �

R

can, as in the case of the KHI, be obtained using the stationary-phase

method in the frequency domain and, returning afterwards to the time domain. We �nd,

I

DS

[D(�; t)](�; t) = d(�; t)

' �

DS

(�) U

0

(�

Ref

(�)) F (t); (II.11a)

where

�

DS

(�) =

K

DS

(�

Ref

(�);�) exp

�

�i

�

2

[1� Sgn(
A

�

Ref

(�))=2]

�

jdet(
A

�

Ref

(�))j

1=2

(II.11b)

in which
A

�

Ref

(�) denotes the Hessian matrix

A

�

Ref

(�) =

�

@

2

[�

D

(�;�)� �

Ref

(�)]

@�

i

@�

j

�

(�

Ref

(�);�)

: (II.11c)

The expression Sgn(
A

�

Ref

) denotes the signature of the matrix
A

�

Ref

, which is assumed to be non-

singular. The vector �

Ref

(�) signi�es the stationary phase point of integral (II.10a), i.e, the point

where

@(�

D

(�;�)� �

Ref

(�))

@�

i

�

Ref

= 0 for i = 1; 2 : (II.12)

It de�nes that particular source-receiver pair (S(�

Ref

); G(�

Ref

)), for which the two segments SR

and RG form a total ray SRG that is specularly re
ected at R. The function �

Ref

= �

Ref

(�)

determined by equation (II.12) is the inverse function to �

Ref

= �

Ref

(�) that results from the

asymptotic evaluation of the KHI. It is represented by equation (I.18). More explicitely, we have

for each pair of functions �

Ref

= �

Ref

(�) and �

Ref

= �

Ref

(�) with � and � in their respective

domains of de�nition the relationships

�

Ref

(�

Ref

(�)) = � and �

Ref

(�

Ref

(�)) = � : (II.13)

As shown in Hubral et al. (1992), the matrix
A

�

Ref

(�) can be decomposed as

A

�

Ref

(�) =
�

�

T

Ref

(�)
H

�

�1

F

(�

Ref

(�))
�

�

Ref

(�); (II.14a)

where
�

�

Ref

(�) denotes the second-order mixed-derivative matrix

�

�

Ref

(�) =

�

@

2

�

D

(�;�)

@�

i

@�

j

�

(�

Ref

(�);�)

(II.14b)
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and
H

�

F

(�) is the so-called Fresnel-zone matrix given by equation (I.16). The superscript

T

indicates

the transpose, while the superscript

�1

denotes the inverse. From a comparison of equations (II.14a)

and (II.7b) follows readily that

jdet(
A

�

Ref

(�)j

1=2

=

jdet(
�

�

Ref

(�)j

jdet(
H

�

F

(�

Ref

(�))j

1=2

=

M(�

Ref

(�);�)

jdet(
H

�

F

(�

Ref

(�))j

1=2

(II.15a)

and

Sgn(
A

�

Ref

(�)) = Sgn(
H

�

Ref

(�

Ref

(�))): (II.15b)

Using equation (I.23), we obtain

�

DS

(�) =

K

DS

(�

Ref

(�);�)

O

KH

(�

Ref

) L

F

(�

Ref

(�))M(�

Ref

(�);�)

: (II.16)

Further recognizing from comparison of equations (I.25) and (II.7a) that

O

DS

(�

Ref

) = 1=O

KH

(�

Ref

) =

v

R

cos#

R

(II.17)

we end up with the result

�

DS

(�) = 1=L

F

(�

Ref

(�)) G

S

0

(�

Ref

(�);�)) G

G

0

(�

Ref

(�);�) : (II.18)

Comparing equations (II.18) and (I.26), we observe that �

DS

= 1=�

KH

. Upon the use of this

observation together with equations (I.19b), (I.22b) and (II.13), expression (II.11a) simpli�es to

d(�; t) = u(�; t) ; (II.19)

where u(�; t) is given by equation (I.12). Result (II.19) states that the \output" of the DSI at a

refection point is exactly the \input" for the KHI. Using the symbolic notations of equations (I.14)

and (II.2), we may write

I

DS

[I

KH

[R

c

(�

0

)F (t)](�; t)](�; t) = I

DS

[U

0

(�)F (t� �

R

ef(�))](�; t)

= R

c

(�

0

)F (t) ; (II.20)

i.e., the DSI can be interpreted as an (asymptotic) inverse to the KHI. This fact can be physically

interpreted as follows. In the same way as the KHI superposes the contributions of all Huygens

sources (originating along the re
ector �

R

) to determine the re
ection response at the receivers,

the DSI decomposes the re
ection response in order to reconstruct the source strength of a Huygens

source at �

R

. Consequently, we may say that a di�raction stack sums up all contributions in the

recorded data that pertain to one particular Huygens secondary source on �

R

(Figure II.2).

From this observation, we conclude that the DSI is the (high-frequency asymptotic) physical

inverse process to the KHI in the following sense. The KHI maps the re
ector attributes onto

the seismic re
ection distributed along the re
ection-time surface (in the record domain), i.e., it

constructs the seismic re
ection from �

R

by the composition of the Huygens secondary-sources

contributions. The DSI, on the other hand, transforms the attributes of this re
ection back into

the depth domain and reconstructs in this way the amplitude values (re
ection coe�cients) on the

re
ector �

R

by decomposing the seismic re
ection into its secondary-source contributions. Both

transformations are not only kinematically but also dynamically correct.
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Fig. II.2. Physical interpretation of the di�raction-stack integral: Summation of all seismic ampli-

tudes distributed in the seismic section along a di�raction traveltime surface means extracting the

contributions of exactly one Huygens secondary source. Thus, if the summation is done with suit-

able weights, the stack will lead to a dynamically correct reconstruction of that particular Hugens

source.

The asymptotic results obtained above could also be derived by application of the four-

dimensional stationary-phase method to evaluate the combined integrals. This is obtained by in-

serting the KHI into the DSI or vice versa, which results in four-dimensional integrals (see Bleistein,

1987) which are then evaluated with the appropriate four-dimensional stationary-phase method.

This approach has been used by Bleistein (1987) in the context of inverting re
ector attributes by

the di�raction-stack migration with the Beylkin determinant (Beylkin, 1985) as the weight function.

Conclusions

Kirchho� inversion of data acquired in the shot-record con�guration can be achieved using

physical arguments, leading to back propagation together with the imaging principle (Claerbout,

1971; Schneider, 1978). For other acquisition geometries, di�raction-stack (or Kirchho�) migration

is only based on either purely geometrical considerations (Hagedoorn, 1954; Rockwell, 1971; Schlei-

cher et al., 1993), or on mathematical ones like the Generalized Radon Transform (Beylkin, 1985;

Miller et al., 1987; Bleistein, 1987). In this report, we have tried to provide a physical explanation

why di�raction stack works for arbitrary measurement con�gurations. We have shown that the

Kirchho�-Helmholtz integral (KHI) that is widely used in forward seismic modeling to calculate

the shot-record wave�eld response from a given re
ector and the Kirchho�-migration integral or

di�raction-stack integral (DSI) are closely related. Both integrals are speci�ed for arbitrary mea-

surement con�gurations and a laterally inhomogeneous overburden above a smooth re
ector. The

KHI superposes the contributions of all Huygens secondary sources located along the re
ector �

R

,

to result in the re
ected wave�eld recorded at the receivers G(�). The DSI, on the other hand,

extracts from the recorded wave�eld at all points G(�) the Huygens source contributions to the
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scattered wave �eld and allocates their amplitudes to points on the re
ecting interface. Physically

spoken, the DSI represents a natural (physical) inverse to the KHI. The integral pair provides a

proper theoretical understanding for the di�raction-stack migration operation and helps to phys-

ically interpret this migration procedure (often only based on either purely geometrical consider-

ations or on mathematical ones like the Generalized Radon Transform) in terms of dynamically

correct Huygens wave�eld contributions. Further investigations should be carried out to examine

the relationship between both integrals also for low frequencies.

The studied integral pair provides a very general and useful interpretation for transforming

wave�eld contributions from a known re
ecting interface �

R

either from the time domain (record

domain) to the depth domain (image domain) or vice versa. Into each integral enters a macro-

velocity model and a certain measurement con�guration. However, we have to point out that the

Kirchho�-Helmholtz pair presented in this work is not a suitable pair to be employed for seismic

imaging. With the DSI, one can image an unknown re
ection event from the time domain into

its image distributed along a previously unknown re
ector �

R

in the depth domain. The KHI,

however, cannot transform the unknown depth image of the re
ector back into the re
ection event,

because the knowledge of �

R

is required in the KHI in order to perform the integration along it.

Consequently, an interpretation of the migration result obtained from the DSI is necessary before

applying the KHI again. This fact leads to the conclusion that the DSI is not a complete asymptotic

inverse to the KHI. In fact, the true asymptotic inverse integral to the DSI is the recently establish

isochrone-stack demigration integral. Details on this integral pair can be found in Hubral et al.

(1996) and Tygel et al. (1996).
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APPENDIX A

A scalar wave equation for elastic elementary waves

The homogeneous scalar Helmholtz equation for acoustic waves in inhomogeneous media

reads (Aki and Richards, 1980)

r �

�

1

�

rG(
^
r; !;

^
r

S

)

�

+

!

2

k

G(
^
r; !;

^
r

S

) = 0 ; (A-1)

where G(
^
r; !;

^
r

S

) is the pressure, � is the density of the medium, and k is the bulk modulus. In

high-frequency approximation, using the ansatz

G(
^
r; !;

^
r

S

) = A(
^
r;
^
r

s

) expfi!(t� �(
^
r)g ; (A-2)

equation (A-1) is known to be equivalent to the system of nonlinear �rst-order equations consisting

of the eikonal equation

(r�)

2

=

1

c

2

; c

2

=

k

�

(A-3a)

and the transport equation

r � (

A

2

�

r�) = 0 : (A-3b)

On the other hand, the homogeneous isotropic elastic wave equation reads (

�

Cerven�y, 1987)
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= 0 ; (A-4)

where � and � are the Lam�e parameters and �

ij

is the Kronecker symbol. An index following a

comma means a derivative with respect to the corresponding Cartesian coordinate. The ray ansatz

for the green's function of an elementary elastic wave is then (Chapman, 1978;

�

Cerven�y, 1987)

�

G

ij

(
^
r; !;

^
r

S

) = h
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(
^
r)G(

^
r; !;

^
r

S

)h

j

(
^
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s

) ; (A-5)

where G(
^
r; !;

^
r

S

) denotes the principal component of the displacement and h

i

is the ith coordinate

of the polarization vector. The factor G(
^
r; !;

^
r

S

) can again be represented in the form of equation

(A-2). Inserting this ansatz into equation (A-4), we have in the same zero-order ray approximation

for the scalar principal components of the elastic wave�eld, i.e., the elementary P- and S-waves,

corresponding eikonal and transport equations. The eikonal equation reads in this case (

�

Cerven�y,

1987)

(r�)

2

=

1

v

2

; (A-6a)

where v is the wave velocity of the considered elementary P- or S-wave, respectively, i.e., v =

p

(�+ 2�)=� for an elementary P-wave or v =

p

�=� for an elementary S-wave. The transport

equation is correspondingly given by

r � (�v

2

A

2

r�) = 0 ; (A-6b)

24



where we have used the known expressions for the polarization vector h(
^
r) for P- and S-waves at

the observation point
^
r.

For a P-wave, h(
^
r) is parallel to the propagation direction and thus given by

h(
^
r) = vr� : (A-7a)

For an S-wave, we have the slightly more complicated expression

h(
^
r) = v

Be

1

+ Ce

2

A

2

; (A-7b)

where A =

p

B

2

+ C

2

is the generally complex amplitude coe�cient of the principal component

of the S-wave and where the unit vectors e

1

and e

2

form together with the unit tangential vector

t = vr� a right-handed Cartesian coordinate system. Due to the similarity of equations (A-3a)

and (A-6a) as well as (A-3b) e (A-6b), it is possible to �nd a scalar Helmholtz equation similar

to (A-1) that describes the propagation of the principal components of elementary elastic P- or

S-waves. The general scalar Helmholtz equation for acoustic and elastic elementary waves can be

written in the form

r �

�

f(
^
r)rU

0

(
^
r; !)

�

+ g(
^
r)!

2

U

0

(
^
r; !) = 0 ; (A-8)

with the corresponding general eikonal and transport equations

(r�)

2

=

g

f

; (A-9a)

r � (fA

2

r�) = 0 : (A-9b)

In these equations, we have

f =

1

�

; g =

1

k

for acoustic waves (A-10a)

f = �v

2

; g = � for elastic waves (A-10b)

Note that �v

2

= �+ 2� for P-waves and �v

2

= � for S-waves.

The physical meaning of G(
^
r; !;

^
r

S

) is, of course, di�erent in the di�erent cases. In the acoustic

case it denotes pressure, and in the elastic case it stands for the principal component of the particle

displacement for the considered elementary wave. Note that the above Helmholtz equation does not

describe, of course, the polarization of the elastic elementary waves which, however, is known for

the principal components to be parallel to the propagation direction for P-waves and perpendicular

to that direction for S-waves.

We stress that the above scalar wave equation for elementary elastic waves is, of course, only

valid where zero-order ray theory is valid, too. This means in particular that it does not correctly

describe elastic re
ection coe�cients. So, one might wonder about the advantage one would gain

from using this generalized equation. The point is that this scalar wave equation allows us to also

set up a scalar Kirchho�-Helmholtz integral for elementary seismic primary-re
ected waves. This

proposed integral representation (see Appendix B) yields a better wave�eld approximation than

ray theory. The results are satisfactorial for a broader range of frequencies and even di�ractions

can be modeled quite accurately.
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APPENDIX B

Derivation of the scalar elastic Kirchhoff integral

Direct waves

Consider the situation depicted in Figure B-1. We have a region Q to which all the sources

(b)

(a)

Q

Q

G

G

n̂

V

V

Σ 0

n̂

Σ 0

Fig. B-1. A receiver position G is located in a volume V with surface �

0

. The sources are con�ned

to a region Q that is (a) outside V , (b) inside V .

are con�ned. Also, we have a region V inside which a receiver (or observation point) G is located.

In Figure B-1b, Q is a part of V , in Figure B-1a, it is not. Our aim is to compute the scalar

wave�eld U

0

(
^
r; t) that will be measured at G due to the sources in Q. The wave equation that

governs this problem is the scalar wave equation, which is, in the frequency domain, represented

by the generalized scalar Helmholtz equation (see Appendix A)

r �

�

f(
^
r)rU

0

(
^
r; !)

�

+ g(
^
r)!

2

U

0

(
^
r; !) = �4�q(

^
r; !) ; (B-1)

where q(
^
r; !) is the source function that vanishes for all

^
r outside Q. As we have seen in Appendix

A, this Helmholtz equation may describe the propagation of as well acoustic as elementary elastic

waves. For acoustic waves, we have f = 1=� and g = 1=k = 1=�c

2

, with � being the medium

density, k its bulk modulus and c the acoustic wave velocity. For elementary elastic waves, f = v

2

and g = 1, where v is now the wave velocity of the considered elementary wave.

We know that a solution to this wave equation can be found once the Green's fuction G is

known that ful�lls the corresponding equation

r �

�

f(
^
r)rG(

^
r;
^
r

0

; !)

�

+ g(
^
r)!

2

G(
^
r;
^
r

0

; !) = �4��(
^
r;
^
r

0

) : (B-2)
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If equation (B-2) has been solved, a solution to equation (B-1) is readily found to be

U

0

(
^
r; !) =

Z

Q

dQ G(
^
r;
^
r

0

; !)q(
^
r

0

; !) : (B-3)

This can be easily checked by applying the di�erential operator r � (f(
^
r)r) to equation (B-3) and

inserting equation (B-2). We now want to �nd an alternative solution in terms of the wave�eld at

the boundary �

0

of V . For that purpose, we consider Gauss's divergence theorem. It states that

for any arbitrary volume V with surface �

0

and for any arbitrary vector �eld

^

	(
^
r) that is de�ned

for all points
^
r in V and on �

0

,

I

V

=

Z

V

dV r �

^

	(
^
r) =

Z

�

0

d�

0

^
n �

^

	(
^
r) = I

�

0

; (B-4)

where
^
n is the outward pointing normal vector to the surface �

0

of V . With the particular choice

^

	 = GfrU

0

� U

0

frG ; (B-5)

we may rewrite the left-hand-side volume integral I

V

of equation (B-4) as

I

V

=

Z

V

dV

h

Gr �

�

f(
^
r)rU

0

�

� U

0

r � (f(
^
r)rG)

i

: (B-6)

Inserting the above wave equations (B-1) and (B-2) for the termsr �

�

f(
^
r)rU

0

�

andr �(f(
^
r)rG),

we arrive, after some easy simpli�cations, at

I

V

= �

Z

V

dV

h

4�G(
^
r;
^
r

0

; !)q(
^
r; !)� 4�U

0

(
^
r; !)�(

^
r;
^
r

0

; !)

i

: (B-7)

Let us now distinguish the two cases indicated in Figures B-1a and B-1b. (a) If Q belongs to

V , the �rst volume integration reduces to region Q because q(
^
r; !) vanishes elsewhere. The second

integral containing the delta function is readily solved. The overall result is

I

V

= �4�

Z

Q

dQ

�

G(
^
r;
^
r

0

; !)q(
^
r; !)

�

+ 4�U

0

(
^
r

0

; !) ; (B-8)

which vanishes due to equation (B-3). Due to the equality of the surface and volume integrals in

equation (B-4), also the surface integral I

�

0

on the right-hand side of that equation vanishes in this

case. (b) On the other hand, if Q does not belong to V , the �rst integral in equation (B-7) vanishes

[remember that q(
^
r; !) is identical to zero outside Q], so that we arrive at

I

V

= 4�U

0

(
^
r

0

; !) : (B-9)

Together with the right-hand-side of the divergence theorem (B-4), we may thus write for the

wave�eld U

0

(
^
r

G

; !) at an observation point origination from sources outside the volume V enclosed

by �

0

G

U

0

(
^
r

G

; !) =

1

4�

Z

�

0

d�

0

f(
^
r)

"

G(
^
r;
^
r

G

; !)

@U

0

(
^
r; !)

@n

� U

0

(
^
r; !)

@G(
^
r;
^
r

G

; !)

@n

#

; (B-10)
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where @=@n =
^
n �r is the derivative in the direction of the surface normal. This is the famous

Kirchho� integral representation (Sommerfeld, 1964; Born andWolf, 1987), here generally rederived

for any type of scalar Helmholtz equation (B-1). We remind that f = 1=� for acoustic waves and

f = v

2

for elementary elastic waves.

Transmitted waves

We have seen that the wave�eld at an observation point G can be computed by integral

(B-10) from the values of the wave�eld and its normal derivatives at a surface �

0

surrounding G,

provided the sources of the wave�eld are located outside �

0

. The particular shape of the volume V

or of the surface �

0

plays no role for this representation. In particular, we may extend the surface

�

0

to a transmitting interface �

T

, e.g., located between G and Q (see Figure B-2), and to in�nity

Q

G

n̂

V

Σ 0

Σ T

n̂

Fig. B-2. By extending the surface �

0

to in�nity where possible and to a transmitting interface �

T

elsewhere, the Kirchho� integral can be reduced to an integration along �

T

. Note that the direction

of the normal vactor must be inverted.

elsewhere. The integration over in�nity does not yield any contribution because the wave�eld and its

derivatives are required by Sommerfeld's radiation condition to vanish at in�nite distance from the

source. Inverting the direction of the normal vector to have it pointing towards G, a representation

for the transmitted �eld U

t

(
^
r

G

; !) at G is thus found to be

U

t

(
^
r

G

; !) =

�1

4�

Z

�

T

d�

T

f(
^
r)

"

G(
^
r;
^
r

G

; !)

@U

t

(
^
r; !)

@n

� U

t

(
^
r; !)

@G(
^
r;
^
r

G

; !)

@n

#

; (B-11)

where U

t

(
^
r; !) inside the integral represents the wave�eld at the transmitting interface �

T

directly

after transmission.

Re
ected waves

Similar considerations can be used to derive a \Kirchho� integral" for re
ected waves. Con-

sider the situation depicted in Figure B-3. We assume that the parameters of the medium are now

di�erent from the above where we have already solved the direct problem. To visualize this di�er-

ence, we denote the (variable) medium parameters now by a tilde above the symbol, i.e., by

~

f and

~g. However, we assume that there exists a certain region R to which all di�erences are con�ned,

i.e.,

~

f 6= f and ~g 6= g in R, but

~

f = f and ~g = g elsewhere. The \scattering region" R is assumed

to be entirely outside the volume V and the source region Q is assumed to be part of V . Our aim
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Q G

n̂

V :

~
f  ≠ f
g ≠ g~

Σ 0

R :
Σ R

~
f  = f
g = g~

Fig. B-3. The medium parameters,

~

f and ~g, are supposed to di�er from the previous ones, f and

g, in region R only. The scattered wave�eld due to this perturbation is to be computed at G.

is now to compute the additional contribution to the wave�eld at G, i.e., the �eld \scattered" or

\re
ected" at the medium perturbations in R.

The wave equation for the total wave�eld U(
^
r; !) is given correspondingly to equation (B-1)

above by

r �

�

~

f(
^
r)rU(

^
r; !)

�

+ ~g(
^
r)!

2

U(
^
r; !) = �4�q(

^
r; !) ; (B-12)

Subtracting now equation (B-1) from equation (B-12), and introducing the notation U

s

(
^
r; !) =

U(
^
r; !)� U

0

(
^
r; !) for the scattered �eld, we obtain

r � (f(
^
r)rU

s

(
^
r; !)) + !

2

g(
^
r)U

s

(
^
r); !) = �4�q

s

(
^
r; !) ; (B-13)

where

q

s

(
^
r; !) =

1

4�

�

r � [(

~

f � f)rU ] + !

2

(~g � g)U

�

(B-14)

describes the so-called secondary sources in the region R, i.e., the Huygens sources excited by the

total �eld U(
^
r; !). At this point, it is worthwile to observe that q

s

(
^
r; !) = 0 for all

^
r in V , because

of our assumption that all points
^
r where

~

f 6= f and ~g 6= g are con�ned to R which was assumed to

be outside V . Note that in single-scattering approximation, one would replace in equation (B-14)

the total �eld U(
^
r; !) by the incident (direct) �eld U

0

(
^
r; !). As equation (B-13) is just the original

Helmholtz equation (B-1) with a di�erent source term q

s

(
^
r; !), its solution can be represented in

form of equation (B-3) with q

s

instead of q and integrating over region R instead of Q. Together

with the mentioned single-scattering approximation for q

s

, this is the Born approximation for the

scattered wave�eld.

To derive a Kirchho� representation, we now return to Gauss's divergence theorem (B-4)

using, however, a slightly di�erent vector function

^

	, namely

^

	 = GfrU � UfrG ; (B-15)

with G still being a solution of Helmholtz equation (B-1), but U being now a solution of Helmholtz

equation (B-12). In parallel to the above, we arrive at

I

V

= 4�(U

0

+ U

s

) +

Z

V

dV [�G 4�q � G 4�q

s

] : (B-16)

The �rst integration reduces to domain Q inside V , and thus yields �4�U

0

due to equation

(B-3). The second integration vanishes because q

s

(
^
r) = 0 for all

^
r in V and, thus, integral (B-16)
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yields I

V

= 4�U

s

. In other words, because of equation (B-4) the result for the scattered wave�eld

U

s

(
^
r

G

; !) at G is

U

s

(
^
r

G

; !) =

1

4�

Z

�

0

d�

0

f(
^
r)

�

G(
^
r;
^
r

G

; !)

@U(
^
r; !)

@n

� U(
^
r; !)

@G(
^
r;
^
r

G

; !)

@n

�

: (B-17)

We now replace in the above integral U by U

0

+U

s

and separate the result into two surface integrals,

depending on U

0

and U

s

, respectively. We recognize that the integration over U

0

vanishes because

Q is contained in V which leads for the direct �eld U

0

to equation (B-8). Thus, equation (B-17)

can be recast into

U

s

(
^
r

G

; !) =

1

4�

Z

�

0

d�

0

f(
^
r)

�

G(
^
r;
^
r

G

; !)

@U

s

(
^
r; !)

@n

� U

s

(
^
r; !)

@G(
^
r;
^
r

G

; !)

@n

�

: (B-18)

Because of our assumption that all sources are con�ned to Q and all secondary sources (scatterers)

are con�ed to region R, equation (B-18) is valid independently of the particular shape of �

0

. We

may thus extend it to in�nity wherever possible, however in such a way that R remains outside V .

At the very end of such an extension we will have essentially an integration in in�nite distance from

the source, where the �eld is required to vanish due to Sommerfeld's radiation conditions, plus a

remaining integration along the surface �

R

of R, where the surface normal is now pointing inward,

i.e., into region R (see Figure B-4a). Changing the direction of the normal vector of this surface

to pointing outward region R means changing the sign of the resulting integration. We thus �nally

arrive at the following expression for the re
ected �eld U

r

(
^
r

G

; !) at G

U

r

(
^
r

G

; !) =

�1

4�

Z

�

R

d�

R

f(
^
r)

�

G(
^
r;
^
r

G

; !)

@U

r

(
^
r; !)

@n

� U

r

(
^
r; !)

@G(
^
r;
^
r

G

; !)

@n

�

: (B-19)

This form of the Kirchho� integral for re
ected waves does not depend on whether the surface

R

GQ
V

GQ
V

n̂

n̂

n̂

n̂
ΣR

ΣR

Σ0

Σ0

Fig. B-4. The surface �

0

can be extended to in�nity where it does not cross the surface �

R

. The

surface �

R

may either be (a) a closed surface or (b) a re
ecting interface stretching to in�nity.

Note that in both cases the direction of the normal vector must be inverted.

�

R

of R is a closed or an open surface (Figures B-4a and B-4b). Note that this integral expression

describes as well acoustic as elementary elastics waves as long as the ray-theoretical approximations

for G(
^
r;
^
r

G

; !) and U

r

(
^
r; !) are valid.
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APPENDIX C

Kirchhoff-Helmholtz Approximation

For an explanation of the ansatz used in the Kirchho�-Helmholtz approximation, let us �rst

consider the simple case of a transmission (resp. re
ection) of a plane wave at a planar interface

betweeen to homogeneous half-spaces. Without loss of generality, we assume the interface to be

horizontal and to coincide with the plane z = 0, where the z-axis is pointing into the lower medium

(Figure C-1). Leaving the time-harmonic dependency expfi!tg aside, a monofrequency plane wave

Gi

Gt

Gr

n̂t

n̂r

z = 0

αrαi

αt

R
v1

v2

incident
plane wave

z

´

Fig. C-1. A plane wave impinges onto a planar interface located at z = 0.

incident from above, e.g., when passing through point G

i

, is generally described by

U

i

(!) = A exp

(

�i!

 

�

sin�

�

v

�

+ z

cos�

�

v

�

!)

; (C-1)

where A is the (constant) amplitude and v

�

is the wave velocity for the incident �eld. In Figure C-1,

v

�

= v

1

, i.e., the (constant) medium velocity above the interface. The quantity �

�

is the acute

angle that the propagation direction makes with the z-axis. Also, we have used the horizontal

coordinate � = x cos'+ y sin', where ' is the azimuth angle within the xy-plane. The wave�eld

at an observation point G

t

(G

r

) after being transmitted (re
ected) at the plane z = 0 is then given

by

U

a

(!) = C

a

A exp

(

�i!

 

�

sin�

+

v

+

� z

cos�

+

v

+

!)

; (C-2)

where C

a

is the transmission (re
ection) coe�cient. Quantities that are marked with an upper

index

�

denote parameters before incidence at the interface and those marked with

+

denote

parameters after transmission (re
ection). For instance, in Figure C-1 for transmission v

+

= v

2

,

for (monotypical) re
ection v

+

= v

1

. The index a can be t for transmission and r for re
ection.

The upper sign in equation (C-2) holds for transmission, the lower one for re
ection.

In the Kirchho� integral (B-10), the normal derivative of the �eld to be propagated at the

surface �

0

is needed. To compute the corresponding derivatives of the above wave�elds, let us �rst

take their gradients. We �nd

rU

i

= � i!

 

cos'

sin�

�

v

�

; sin'

sin�

�

v

�

;

cos�

�

v

�

!

T

U

i

(C-3)
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and

rU

a

= � i!

 

cos'

sin�

+

v

+

; sin'

sin�

+

v

+

;�

cos�

+

v

+

!

T

U

a

: (C-4)

To obtain the normal derivatives of the �elds, one simply has to multiply the above gradients

with the surface normal
^
n at the transmission (re
ection) point. However, there are two possible

de�nitions for the surface normal of the interface at z = 0. Which one is correct? In the Kirchho�

integrals (B-11) and (B-19) for the transmission and re
ection case, respectively, the normal vectors

are de�ned as outward normals on the surfaces �

T

and �

R

, i.e., pointing towards the respective

observation pointG

t

orG

r

. Thus, we now have to introduce di�erent normal vectors for the re
ected

(
^
n

r

) and transmitted (
^
n

r

) wave�elds. We must use (Figure C-1)

^
n

r

= (0; 0; 1)

T

and
^
n

t

= (0; 0;�1)

T

: (C-5)

With these normal vectors, we arrive at

^
n

a

�rU

a

=

@U

a

@n

= + i!

cos�

+

v

+

U

a

; (C-6)

where we have also taken into account that �

�

and �

+

denote acute angles with the z-axis. Mult-

plying also the incident �eld with these normal vectors, we have

^
n

a

�rU

i

=

@U

i

@n

= � i!

cos�

�

v

�

U

i

: (C-7)

Note that the sign of the normal derivative of the re
ected wave in equation (C-6) is inverted

with respect to that of the incident �eld (C-7). This is due to the \inverted" propagation direction

(\upward" instead of \downward" propagation). Although the normal derivative of the transmitted

wave in expression (C-6) has the identical sign to that of the re
ected wave, it has in fact the same

sign as the corresponding normal derivative of the incident �eld (C-7). This is due to the reversal

of the direction of the normal vector.

Let us now consider the situation at point R on the interface (z = 0). Comparing equations

(C-1) and (C-2), we observe that

U

a

z=0

= C

a

U

i

z=0

(C-8a)

and inserting this into equation (C-6), we �nd

@U

a

@n

z=0

= + i!

cos�

+

v

+

C

a

U

i

z=0

: (C-8b)

Now it is easy to explain what is done in the Kirchho�-Helmholtz approximation used in the

Kirchho� integral. In the Kirchho� integral, there appear both the expressions U

a

and @U

a

=@n at an

arbitrary interface �

R

and with an arbitrary incident �eld. The Kirchho�-Helmholtz approximation

now simply assumes that the equations (C-8a) and (C-8b) are also valid in this general case, i.e.,

at each point R on �

R

,

U

a

R

= C

a

U

i

R

; (C-9a)

@U

a

@n

R

= + i!

cos�

+

R

v

+

R

C

a

U

i

R

; (C-9b)
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where we have denoted the velocity at R after specular re
ection by v

+

R

to indicate that this ap-

proximation may also be made in (slightly) inhomogeneous media. Physically spoken, it is assumed

in this approximation that the incident wave�eld locally behaves like a plane wave and that the

re
ector �

R

locally acts like a planar interface at R. The amplitude variation of a non-plane wave

is neglected.

Moreover, correspondingly to equation (C-9b), it is also assumed that the Green's function

approximately ful�lls

@G

a

(
^
r;
^
r

0

)

@n

R

= �i!

cos�

G

R

v

+

R

G

a

R

; (C-10)

where �

G

R

is the angle that the ray from R to G makes with
^
n ar R. This high-frequency approxi-

mation corresponds to zero-order ray-theory assumptions.

It is to be remarked that equation (C-9b) simpli�es for the particular case of a monotypical

re
ection (i.e., a P-P S-S or acoustic re
ection). In this case, which is usually considered in the

literature, v

�

= v

+

and �

�

= �

+

. Therefore, upon the use of equation (C-7), equation (C-8b) may

be written as

@U

r

@n

z=0

= � R

c

@U

i

@n

z=0

: (C-11)

The Kirchho�-Helmholtz approximation equation (C-9b) can thus be recast into the following well-

known form (Bleistein, 1984)

@U

r

@n

R

= � R

c

@U

i

@n

R

: (C-12)

Note that equations (C-9a) and (C-12) for R

c

= �1 are known as the \Physical Optics Approxima-

tion for perfectly soft scatterers" or \Dirichlet boundary conditions" and for R

c

= 1 as the \Physical

Optics Approximation for perfectly rigid scatterers" or \Neumann boundary conditions." For ar-

bitrary R

c

, they are often referred to as \Kichho�-Helmholtz approximation" implicitly assuming,

however, that monotypical re
ections are considered. The Kirchho�-Helmholtz approximation for

arbitrary re
ected or transmitted (scalar) waves, may they be converted or not, is given by equa-

tions (C-9).
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APPENDIX D

The isotropic scalar Kirchhoff-Helmholtz integral for

elementary elastic waves derived from the general

anisotropic representation theorem

We �rst derive the full elastic, anisotropic Kirchho� integral. For that purpose, we start from

the following two Helmholtz equations for the Green's functions

�

G

in

(
^
r; !;

^
r

S

) and

�

G

im

(
^
r; !;

^
r

G

) in

the general anisotropic case (Aki and Richards, 1980), namely
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) ; (D-1b)

where
c

�

with components c

ijkl

is the general anisotropic elastic tensor and
G

�

is the anisotropic

Green's function which is also a tensor.

Using the divergence theorem that formulates the relationship between a surface integral I

S

and a volume integral I

V

, we may write according to Aki and Richards (1980) or Frazer and Sen

(1985):
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:(D-2)

The volume V is assumed to contain the source as well as the receiver, but not the scattering

points. Applying the chain rule, we can recast the volume integral into the form
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We now make use of the wave equations (D-1) to replace the �rst and the third term in the above

integral. Also, we rename the summation indices in the fourth term. We arrive at
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Here, we observe that the second and �fth term of the above volume integral cancel each other.

Using the symmetry of the elasticity tensor
c

�

, we observed that also the third and sixth terms

do. If
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G
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) represents a direct wave�eld only, and the volume V contains both source and
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receiver, the above integrals over Dirac's �-functions yield the Green's functions G
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these are identical and thus the above volume integral vanishes. From this, we conclude that the

left-hand-side surface integral over a direct �eld only must vanish, too.

The situation is di�erent, if G
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) represents a superposition of a direct and a scat-
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For the direct �eld,
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), the volume D again contains both source and receiver, so the

above integrals over Dirac's �-functions vanish, as does the corresponding surface integral. Hovewer.

for the scattered �eld,
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), the volume D only contains the receiver, but not the sources

(which are, of course, secondary sources in this case). Thus, the �nal result of the above volume

integration is
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We have thus found the following representation for the scattered �eld
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This is the Kirchho� integral for the scattered �eld in elastic, anisotropic media (see also Aki and

Richards, 1980).

Generalized Kirchho�-Helmholtz approximation

Let the secondary sources (i.e., the scattering points) be con�ned to a region outside V that

is separated from V by a given surface �. As is usually done when describing scattering by means of

the Kirchho� integral (see, e.g., Langenberg, 1986), we now extend the surface @V of integration to

in�nity wherever no scattering points are met, and else to the surface �. There, we cannot extend

the surface @V further because of the assumption that the sources are outside the volume V . Again

due to Sommerfeld's radiation condition, the integration over the in�nity parts of the boundary @V

does not contribute. Thus, the integration in equation (D-8) reduces to a surface integral over �.

Note that this gives rise to a change of sign of the integral because the normal vector to the surface

has now to be chosen in the opposite direction to make it point outward again if the scattering

surface � is closed. We next replace in analogy to classical Kirchho�-Helmholtz (high-frequency)

approximation (see also Appendix C) the scattered �eld and its derivative at the surface � by the

specularly re
ected �eld after re
ection at �, i.e.,
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as well as the receiver Green's function derivative by
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where p
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l

and p

r

l

are the components of the slowness vectors at the scattering point of the incident

ray after specular re
ection and of the receiver ray, respectively. We then arrive at
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where we have again made use of the symmetry of
c

�

. For further approximate evaluation, we

introduce the generalized zero-order ray approximation (see Appendix A) for the Green's function

linking the re
ector point to the receiver,
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Analogously, we describe the Green's function of the specular re
ected �eld in ray-theoretical

approximation as
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Here, the change of the polarization direction is accounted for by replacing the incoming polariza-

tion vector, h

s

(
^
r), by the re
ected one, h

ref

(
^
r), assumed to be known. Again in analogy to classical

Kirchho�-Helmholtz approximation (Appendix C), we now assume that the amplitude A
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ected Green's function
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Under these approximations, we �nally have in vectorial notation
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Here, we have assumed in analogy to conventional Kirchho� approximation that the ampitude of

the Green's function
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) after specular re
ection at � at
^
r is given by the amplitude of

the incident �eld multiplied by the scalar plane-wave re
ection coe�cient. The kernel or nucleus of

this anisotropic, elastic Kirchho�-Helmholtz integral can be written as
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Let us now further study this nucleus for the case of an isotropic medium.

Kirchho� integral nucleus for an isotropic medium

Above, we have derived the general expression for a Kirchho�-Helmholtz integral in the

anisotropic, elastic case. Here, we will reduce the nucleus of this integral (D-14) to an isotropic

medium in order to be able to compare it with the nucleus of the directly derived scalar elastic
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Kirchho� integral (I.11a). The elastic tensor
c
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is given in the isotropic case (Aki and Richards,

1980) by
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Inserting this into equation (D-15), we obtain for the nucleus of the Kirchho� integral
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Now, we have to make a distinction between two possible cases: (a) the receiver ray is that of

an elementary P-wave, and (b) the receiver ray is that of an elementary S-wave. Case (a) includes

P-Pand S-Pre
ections, and case (b) includes P-Sand S-Sre
ections.

In the case of (a), we have h
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In the case of (b) on the other hand, we have h
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Under the further approximation that h

ref

' �h

r

, which is true in the vicinity of the specular

re
ection point, from where the main contribution of the Kirchho� integral stems, we can �nd again

a common expression for the nucleus for both cases (a) and (b), namely
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where O

K

is the obliquity factor of the Kirchho� integral de�ned in equation (I.10) and f = �v

2

as de�ned in Appedinx A for elastic waves. Quantity v is the velocity encountered by the outgoing

wave�eld after scattering at the medium discontinuity, i.e., v = v
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(�+ 2�)=� for case (a) and
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�=� for case (b).

The Green's function (D-14) can thus be expressed in the form
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can be approximated by the integral
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This is exactly the same expression as equation (I.11a) that was independently derived in the text

starting from the scalar elastic wave equation (A-8) of Appendix A.

37


