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#### Abstract

We derive a new relation between the Discrete Fourier Transform of a discrete sampling set of a compactly supported function and its Fourier transform. From this relation we obtain a new window function. We then propose a new efficient algorithm to reconstruct the original function from the discrete sampling of its Fourier transform, which can adopt the fast Fourier transform and has much better accuracy than those in the literature. Several numerical experiments are also provided to demonstrate the results.
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## 1. Introduction

The Fourier Transform (FT) is a powerful tool for scientific computation which is found in numerous applied areas [3],[11]. For example, in image reconstruction, from a set of line integrals of the density of an object we get a discrete sampling of the Fourier transform of the density by applying the Fourier slice theorem [9]. So we need to reconstruct the values of the density at some discrete set of points in the object. The Fourier method is one of the tools to achieve this aim. It is clear that we can exactly reconstruct a compactly supported function from all the values of its Fourier transform. However, when we only know a discrete set of values, how can we recover some discrete values of the original function? For simplicity, in this paper we only discuss the case that the density $f(\cdot)$ is a function of one variable $x \in R=(-\infty,+\infty)$, but the results can be easily extended to the multi-dimensional case.

From a mathematical point of view, this problem can be described as follows. We first make the following assumptions.

Assumptions. The function $f(x)$ satisfies

1. $f(\cdot)$ is defined for every $x \in R, \in L^{2}(R) ; f(x)=0$ for $x \notin[0,1]$ and $\sup _{x \in[0,1]}|f(x)| \leq C$, where $C>0$ is a constant.
2. $f(x)$ has at most a finite number of points of discontinuity $z_{1}, \cdots, z_{l}$ and they are given. 3. For $x \notin Z=\left\{z_{1}, \cdots, z_{l}\right\}, f^{\prime}(x)$ exists and $\sup _{x \notin Z}\left|f^{\prime}(x)\right| \leq C$.

Assumptions 1-3 are realistic in practical problems. In another paper, we discuss the case with unknown points of discontinuity. If the support of $f(x)$ is in the interval $[a, b] \neq[0,1]$, then we can use a linear transformation $\xi=\frac{x-a}{b-a}$ to change the support to $[0,1]$.

The Fourier transform and inverse Fourier transform of $f(x)$ are respectively defined as

$$
\begin{equation*}
\hat{f}(\omega)=\int_{-\infty}^{+\infty} f(x) e^{-i 2 \pi x \omega} d x=\int_{0}^{1} f(x) e^{-i 2 \pi x \omega} d x \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x)=\int_{-\infty}^{+\infty} \hat{f}(\omega) e^{i 2 \pi x \omega} d \omega \text {, a.e. } \tag{2}
\end{equation*}
$$

Because $f(x)$ is compactly supported in $[0,1], \hat{f}(\omega)$ is sufficiently smooth (Paley-Wiener's Theorem, [2]). Notice that in this case, the support of $\hat{f}(\omega)$ is $R$.

Let

$$
\begin{equation*}
0=x_{0}<x_{1}<\cdots<x_{N-1}<x_{N}=1, \quad \Delta x_{j}=x_{j+1}-x_{j}=\Delta x=\frac{1}{N} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{j}=f\left(\eta_{j}\right), j=0, \ldots, N-1 \text { with } \eta_{j}=x_{j}+\delta \tag{4}
\end{equation*}
$$

where $0 \leq \delta \leq \Delta x$ is a constant.
One approach to obtain approximate values of $\left\{f_{j}, j=0, \ldots, N-1\right\}$ is as follows. Suppose that when $|\omega|$ is sufficiently large, there exists a positive constant $W$ such that when $|\omega| \geq W$, the corresponding interval in the integral (2) can be ignored. Then one has that

$$
\begin{equation*}
f(x) \approx \int_{-W}^{W} \hat{f}(\omega) e^{i 2 \pi x \omega} d \omega, 0 \leq x \leq 1 \tag{5}
\end{equation*}
$$

Approximating the integral (5) by a Riemann sum, one has [4]

$$
\begin{equation*}
f_{j} \approx \sum_{k=0}^{M-1} \hat{f}\left(\omega_{k}\right) e^{-i 2 \pi \eta_{j} \omega_{k}} \Delta \omega_{k}, j=0, \ldots, N-1, \tag{6}
\end{equation*}
$$

where

$$
-W=\omega_{0}<\omega_{1}<\cdots<\omega_{M-1}<\omega_{M}=W, \text { and } \Delta \omega_{k}=\omega_{k+1}-\omega_{k}=\Delta \omega=\frac{2 W}{M} .
$$

Because of the fact that the integral (5) is approximated by the Riemann sum (6), one can get a good approximation only for small $\Delta \omega$ and so $M$ must be large for a fixed $W$, and one needs a large number of sampling values of $\hat{f}\left(\omega_{k}\right)$. On the other hand, one wants to apply the fast Fourier transform (FFT) to reduce the amount of computations, and this implies taking the maximal frequency $W=\frac{1}{2 \Delta x}$ and choosing $M=N$. In the case that the support of $f(x)$ is $[0,1], \Delta \omega=\frac{2 W}{M}=1$, so using the Riemann sum (6) will result in large error. If one takes $\Delta \omega=O(\Delta x)=O\left(\frac{1}{N}\right)$ and $W=\frac{1}{2 \Delta x}$, then the amount of computations would be $O\left(N^{3}\right)$, it would be prohibitively large for large $N$.

Another approach to obtain approximate values of $\left\{f_{j}, j=0, \ldots, N-1\right\}$ is for the case that the support of $f(x)$ is $[a, b]$, with $A=b-a>1$, see, e.g, [11]. In this case, (2) is replaced by

$$
\begin{equation*}
\hat{f}(\omega)=\int_{-\infty}^{+\infty} f(x) e^{-i 2 \pi x \omega} d x=\int_{a}^{b} f(x) e^{-i 2 \pi x \omega} d x \tag{7}
\end{equation*}
$$

and the nodes $\left\{x_{k}\right\}$ are defined as

$$
a=x_{0}<x_{1}<\cdots<x_{N-1}<x_{N}=b, \quad \Delta x_{j}=x_{j+1}-x_{j}=\Delta x=\frac{A}{N} .
$$

Then in the Riemann sum (6) one chooses $W=\frac{1}{2 \Delta x}$ and $M=N$ allowing the application of the FFT. In this case, $\Delta \omega=\frac{1}{A}$ and $\Delta x=\frac{A}{N}$ so the sampling interval $\Delta \omega$ depends on the support of $f(x)$ and using the Riemann sum (6) will also result in large error. To get a good approximation of the problem, several types of window functions are used to reduce the error [8], [3]. In $\S 3$ we list some widely used window functions.

In this paper we derive a new relation between the discrete Fourier transform of a discrete sampling set of $f(x)$ and its Fourier transform. From this relation we obtain a new window function that gives rise to a new efficient algorithm to reconstruct the original function from the discrete samplings of its Fourier transform. With this new approach the FFT can be used and much better accuracy than that previously obtained in the literature is achieved.

The paper is organized as follows. Section 2 lists some formulae of the discrete Fourier transform of a discrete sampling values $\left\{f_{j}, j=0,1, \cdots, N-1\right\}$ of the function $f(x)$, the Fourier transform of $f(x)$ with the frequency $k$, and the Fourier expansion of $f(x)$ if we just consider that $f(\cdot)$ is defined over its support $[0,1]$; Section 3 derives a new approximate relation between the Fourier transform with frequency $k$ and the discrete Fourier transform; from this relation the new window function $\sigma_{k}$ is deduced; Section 4 presents our algorithms for the reconstruction of $\left\{f_{j}, j=0,1, \cdots, N-1\right\}$ from a discrete sampling of its Fourier transform $\left\{\hat{f}_{k}, k=-N / 2, \cdots, N / 2-1\right\}$; Section 5 shows several numerical experiments that illustrate the advantages of the new approach; Section 6 concludes the paper with some remarks.

## 2. The Discrete Fourier Transform, the Fourier Transform and the Fourier Expansion

The goal of this paper is to derive an approximate relation between the discrete Fourier transform and Fourier transform with frequency $k$ of the function $f(x)$, so that we can use the FFT to evaluate $\left\{f_{j}, j=0, \cdots, N-1\right\}$ efficiently and accurately. In this section we highlight some results and motivation for the discrete Fourier transform, the Fourier transform and the Fourier expansion.

1. The discrete Fourier transform:

For a given function $f(x) \in L^{2}(R)$ with support in $[0,1]$ and an even integer $N>0$, let $\left\{x_{j}, j=0, \cdots, N-1\right\}$ and $\left\{f_{j}, j=0, \cdots, N-1\right\}$ be defined as in (3) and (4), respectively. Then the discrete Fourier transform of $\left\{f_{j}, j=0, \cdots, N-1\right\}$ is

$$
\begin{equation*}
\tilde{f}_{k}=\frac{1}{N} \sum_{j=0}^{N-1} f_{j} e^{-i 2 k \pi \frac{j}{N}},-N / 2 \leq k \leq N / 2-1 \tag{8}
\end{equation*}
$$

and the inverse formula is:

$$
\begin{equation*}
f_{j}=\sum_{k=-N / 2}^{N / 2-1} \tilde{f}_{k} e^{i 2 k \pi \frac{j}{N}}, j=0, \ldots, N-1 . \tag{9}
\end{equation*}
$$

The discrete Fourier transform is the mapping between the $N$ complex numbers $\left\{f_{j}, j=\right.$ $0, \ldots, N-1\}$ and the $N$ complex numbers $\left\{\tilde{f}_{k}, k=-N / 2, \ldots, N / 2-1\right\}$. We can use the fast Fourier transform (FFT) to compute them.
2. The Fourier transform with frequency $k$ :

For a given function $f(x) \in L^{2}(R)$ with support in $[0,1]$, its Fourier transform is given in (1). From (8) and (9), in order to establish the relation between the discrete Fourier transform and the Fourier transform of $f(x)$, we just need to establish the relation between the discrete Fourier transform and the Fourier transform with frequency $k$. From (1) we obtain

$$
\begin{equation*}
\hat{f}_{k} \equiv \hat{f}(k)=\int_{0}^{1} f(x) e^{-i 2 k \pi x} d x, k=0, \pm 1, \pm 2, \ldots \tag{10}
\end{equation*}
$$

If $f$ is a real valued function, $\hat{f}_{-k}=\overline{\hat{f}_{k}}$.
3. The Fourier expansion:

The set of functions $\left\{e^{i 2 k \pi x}, k=0, \pm 1, \pm 2, \ldots\right\}$ is an orthogonal system over the interval $[0,1]$. Because the support of $f(x)$ is in the interval $[0,1]$, we can also consider $f(x)$ as defined on $[0,1]$, and we can obtain the Fourier expansion of $f(x)$ :

$$
\begin{equation*}
S f(x)=\sum_{k=-\infty}^{+\infty} c_{k} e^{i 2 k \pi x} \tag{11}
\end{equation*}
$$

with the Fourier coefficients

$$
\begin{equation*}
c_{k}=\int_{0}^{1} f(x) e^{-i 2 k \pi x} d x, k=0, \pm 1, \pm 2, \ldots \tag{12}
\end{equation*}
$$

$S f(x)$ represents the formal expansion of $f$ in terms of the Fourier orthogonal system $\left\{e^{i 2 k \pi x}, k=0, \pm 1, \pm 2, \ldots\right\}$. If $f$ is a real valued function, $c_{-k}=\overline{c_{k}}$.

Notice that the Fourier coefficient $c_{k}$ in (12) is exactly the same as $\hat{f}_{k}$, the Fourier transform of $f(x)$ with frequency $k$ in (10).

The truncated Fourier expansion of $f(x)$ is

$$
\begin{equation*}
P_{N} f(x)=\sum_{k=-N / 2}^{N / 2-1} c_{k} e^{i 2 k \pi x} \tag{13}
\end{equation*}
$$

Equation (13) is different from the theoretical discussion of truncated Fourier transform, but it corresponds directly to the way in practical computation is actually programmed.

In order to make this expansion rigorous, one has to cope with some problems: when and in what sense is the transform convergent, what is the relation between the transform and the function $f(x)$, and how rapidly does the series converge. It is well known that if $f(x) \in C^{\infty}(0,1)$ and $f^{(p)}(0)=f^{(p)}(1)$ for all $p=0,1 \cdots$, then

$$
P_{N} f(x) \rightarrow f(x) \text { exponentially for } N \rightarrow \infty, \forall x \in[0,1] .
$$

But when $f(x)$ has points of discontinuity, or even when $f(x) \in C^{\infty}(0,1)$ but is not periodic, then the convergence is poor and the Gibbs phenomenon occurs. In this case, one needs to
use window functions (also called smoothing functions) to reduce oscillations nearby points of discontinuity [8], [5], [3]. [6] proposes another approach to this problem.

## 3. A New Relation Between $\hat{f}_{k}$ And $\tilde{f}_{k}$. A New Window Function

In this section we will derive a new approximate relation between $\hat{f}_{k}$ and $\tilde{f}_{k}$ from which we will be able to provide a new window function to reduce the error when performing the FFT to evaluate $\left\{f_{j}, j=0, \cdots, N-1\right\}$. We first present the main theoretical results of this section.

Theorem 1. Suppose that the function $f(x)$ satisfies Assumptions 1-3, $\left\{x_{j}\right\}_{0}^{N}$ and $\left\{f_{j}\right\}_{0}^{N-1}$ are defined as in (3) and (4) respectively, and $z_{k} \in\left\{x_{j}\right\}_{1}^{N-1}, k=1, \ldots, l$. Then

$$
\begin{equation*}
\left|\hat{f}_{k}-a_{k} \tilde{f}_{k}\right| \leq C(f) \Delta x \tag{14}
\end{equation*}
$$

where

$$
a_{k}= \begin{cases}1, & k=0,  \tag{15}\\ \frac{N\left(e^{-i 2 k \pi / N}-1\right)}{-i 2 k \pi}=\frac{\sin (k \pi / N)}{k \pi / N} e^{-i k \pi / N}, & k \neq 0,\end{cases}
$$

and $C(f)$ is a nonnegative constant depending upon $f$.
Proof: We first prove the case that $k \neq 0$. For the partitions of the nodes $\left\{x_{j}, j=\right.$ $0,1, \cdots, N-1\}$ defined in (3) and the discrete values $\left\{f_{j}, j=0,1, \cdots, N-1\right\}$ defined in (4) we have (notice that $x_{j}=\frac{j}{N}$ )

$$
\int_{x_{j}}^{x_{j+1}} e^{-i 2 k \pi x} d x=\frac{e^{-i 2 k \pi x}}{-i 2 k \pi} \left\lvert\, x_{x_{j}}^{x_{j+1}}=e^{-i 2 k \pi \frac{j}{N}} \frac{e^{-i 2 k \pi / N}-1}{-i 2 k \pi}\right.,
$$

from which we obtain

$$
\begin{equation*}
\int_{x_{j}}^{x_{j+1}} e^{-i 2 k \pi x} d x=\frac{a_{k}}{N} e^{\frac{-i 2 k \pi j}{N}} \tag{16}
\end{equation*}
$$

Notice that the above equality also holds when $k=0$. We then use the rectangular rule for the approximation of integral to obtain

$$
\hat{f}_{k}=\sum_{j=0}^{N-1} \int_{x_{j}}^{x_{j+1}} f(x) e^{-i 2 k \pi x} d x=\sum_{j=0}^{N-1} f_{j} \int_{x_{j}}^{x_{j+1}} e^{-i 2 k \pi x} d x+r_{k}(\Delta x),
$$

where $r_{k}(\Delta x)$ is the error term to be specified later. So

$$
\hat{f}_{k}=\sum_{j=0}^{N-1} f_{j} e^{-i 2 k \pi \frac{j}{N}} \frac{e^{-i 2 k \pi / N}-1}{-i 2 k \pi}+r_{k}(\Delta x) .
$$

Since

$$
\tilde{f}_{k}=\frac{1}{N} \sum_{j=0}^{N-1} f_{j} e^{-i 2 k \pi \frac{j}{N}},-N / 2 \leq k \leq N / 2-1,
$$

we have

$$
\begin{equation*}
\hat{f}_{k}=\tilde{f}_{k} \frac{N\left(e^{-i 2 k \pi / N}-1\right)}{-i 2 k \pi}+r_{k}(\Delta x)=a_{k} \tilde{f}_{k}+r_{k}(\Delta x) \tag{17}
\end{equation*}
$$

Now we turn to estimate the term $r_{k}(\Delta x)$. Suppose that the derivative of $f(x)$ exists in the subinterval $\left(x_{j}, x_{j+1}\right)$, then for any $x \in\left(x_{j}, x_{j+1}\right)$ we have that

$$
f(x)=f_{j}+f^{\prime}(\xi)\left(x-\eta_{j}\right), \text { for some } \xi \in\left(x_{j}, x_{j+1}\right)
$$

and using (15), (16) and Assumption 3 we get

$$
\left|\int_{x_{j}}^{x_{j+1}}\left(f(x)-f_{j}\right) e^{-i 2 k \pi x} d x\right| \leq \int_{x_{j}}^{x_{j+1}} \sup _{\xi}\left|f^{\prime}(\xi)\right|\left|\left(x-\eta_{j}\right)\right| d x \leq \frac{1}{2} C(\Delta x)^{2}
$$

where $C$ is defined in Assumption 1. If we choose $\eta_{j}$ as $x_{j}+\Delta x / 2$, the bound above will be $\frac{1}{4} C(\Delta x)^{2}$.From the above inequality and from (8), (10), (15), (16) and (17), we obtain

$$
\begin{align*}
& \left|r_{k}(\Delta x)\right|=\left|\hat{f}_{k}-a_{k} \tilde{f}_{k}\right| \leq \sum_{j=0}^{N-1} \int_{x_{j}}^{x_{j+1}}\left|f(x)-f_{j}\right| d x  \tag{18}\\
& \quad \leq N \frac{1}{2} C(\Delta x)^{2} \equiv C(f) \Delta x,
\end{align*}
$$

In the case that $k=0$, then the value of integral (16) is $1 / N$. Following the proof for the case $k \neq 0$, we can easily obtain the same estimate (14) with $a_{0}=1$. Thus we complete the proof of the theorem.

The following remarks are in order.

1. Let $\sigma_{k}=\frac{1}{a_{k}}$. Then we have from (15)

$$
\sigma_{k}= \begin{cases}1, & k=0  \tag{19}\\ \frac{k \pi / N}{\sin (k \pi / N)} e^{i k \pi / N}, & k \neq 0\end{cases}
$$

and it can be verified that

$$
1 \leq\left|\sigma_{k}\right| \leq \frac{\pi}{2}
$$

from the well known inequality

$$
\frac{2}{\pi} \leq \frac{\sin \theta}{\theta} \leq 1 \quad \text { for } \quad 0<\theta \leq \frac{\pi}{2}
$$

2. When computing the approximate values $\left\{f_{j}, j=0,1, \cdots, N-1\right\}$ using the FFT, we use the approximate values for $\tilde{f}_{k}$ :

$$
\begin{equation*}
\tilde{f}_{k} \approx \sigma_{k} \hat{f}_{k} \quad k=-N / 2, \cdots, N / 2-1 \tag{20}
\end{equation*}
$$

Notice that $\sigma_{k}$ is a window function. There are other well known window functions (see, e.g, [8], pp. 532-538, [3], pp. 45-53 ${ }^{1}$ ):
(a). The Lanczos' window function $\sigma_{k}^{(1)}=\left\{\begin{array}{ll}1, & k=0, \\ \frac{\sin (k \pi / N)}{k \pi / N}, & k \neq 0,\end{array}\right.$.
(b). The Raised Cosine window function $\sigma_{k}^{(2)}=\frac{1+\cos (k \pi / N)}{2}$.
(c). The Cesáro's window function $\sigma_{k}^{(3)}=1-|k| /(N / 2+1)$.

All these three window functions are real. The main reason to introduce these window functions is to reduce oscillations nearby the points of discontinuity, and the accuracy is a secondary consideration.

The magnitude of the window function $\sigma_{k}$ is the inverse of the Lanczos' window function, and $\sigma_{k}$ also has a phase change $e^{i k \pi / N}$. We claim that our window function is the best one, in the sense that with this window function we establish an accurate relation between $\tilde{f}_{k}$ and
${ }^{1}$ In the formulae of [3], $\sigma_{k}^{(1)}=\frac{\sin (2 k \pi / N)}{2 k \pi / N}$ and $\sigma_{k}^{(2)}=\frac{1+\cos (2 k \pi / N)}{2}$. We find in our computations that the window functions $\sigma_{k}^{(1)}$ and $\sigma_{k}^{(2)}$ without the factor two are better.
$\hat{f}_{k}$ via formula (14). Furthermore, we can obtain a very good approximation for functions $f(x)$ containing points of discontinuity and/or $f(1) \neq f(0)$.
3. In two special cases, we even obtain astonishing results (exact recovery of $\left\{f\left(\eta_{j}\right)=\right.$ $\left.f_{j}\right\}_{0}^{N-1}$ ), as shown by the following corollaries.
Corollary 1. Suppose that $f(x)$ is a step function supported in $[0,1]$. Let $\left\{x_{j}\right\}_{0}^{N}$ and $\left\{f_{j}\right\}_{0}^{N-1}$ be defined by (3) and (4) respectively, such that all interior points of subinterval $\left(x_{j}, x_{j+1}\right)$ are not points of discontinuity for $j=0,1, \cdots, N-1$. If $f_{j}=f\left(\eta_{j}\right)=f\left(x_{j}+\delta\right)$ with $0<\delta<\Delta x$, then

$$
\begin{equation*}
a_{k} \tilde{f}_{k}=\hat{f}_{k} \quad k=-N / 2, \cdots, N / 2-1, \tag{21}
\end{equation*}
$$

and so by using the inverse FFT from $\left\{\sigma_{k} \hat{f}_{k}\right\}_{-N / 2}^{N / 2-1}$ we recover the values $f_{j}$ exactly.
Proof. In the estimation of $r_{k}(\Delta x)$ in formula (18) of Theorem 1, we have $C=0$ under the condition of the corollary. So $r_{k}(\Delta x)=0$ therefore

$$
\tilde{f}_{k}=\sigma_{k} \hat{f}_{k} \quad k=-N / 2, \cdots, N / 2-1,
$$

completing the proof of the corollary.
Corollary 2. Suppose that $f(x)$ is a function with support in $[0,1]$, such that $f(x)=$ $\alpha x+\beta$ for $x \in[0,1]$. Let $\left\{x_{j}\right\}_{0}^{N}$ and $\left\{f_{j}\right\}_{0}^{N-1}$ be defined in (3) and (4) respectively. If $f_{j}=f\left(\eta_{j}\right)=f\left(x_{j}+\Delta x / 2\right)$, then

$$
\begin{equation*}
\hat{f}_{k}=a_{k} \tilde{f}_{k} \quad k=-N / 2, \cdots, N / 2-1 \tag{22}
\end{equation*}
$$

and so by using the inverse FFT from $\left\{\sigma_{k} \hat{f}_{k}\right\}_{-N / 2}^{N / 2-1}$ we recover the values $f_{j}$ exactly.
Proof. Under the conditions of the corollary, for $k=-N / 2, \cdots, N / 2-1$, we have by integrating by parts

$$
\int_{x_{j}}^{x_{j+1}}\left(f(x)-f_{j}\right) e^{-i 2 k \pi x} d x=B_{k} \alpha e^{-i 2 k \pi j / N}, \quad B_{k}= \begin{cases}0, & k=0, \\ i\left(\frac{\cos (k \pi / N)}{2 k N \pi}-\frac{\sin (k \pi / N)}{4 k^{2} N \pi^{2}}\right), & k \neq 0 .\end{cases}
$$

Notice that $B_{k}$ is independent of $j$. So substituting the above identity into the formula for
$r_{k}(\Delta x)$ in the proof of Theorem 1, we obtain for $k=-N / 2, \cdots, N / 2-1$,

$$
\begin{gathered}
r_{k}(\Delta x)=\hat{f}_{k}-a_{k} \tilde{f}_{k}=\sum_{j=0}^{N-1} \int_{x_{j}}^{x_{j+1}}\left(f(x)-f_{j}\right) e^{-i 2 k \pi x} d x \\
=B_{k} \alpha \sum_{j=0}^{N-1} e^{-i 2 k \pi j / N}=0
\end{gathered}
$$

completing the proof of the corollary.
We remark here that the above results also hold for the case where the support of $f(x)$ is in $[a, b]$.

From the conditions of Theorem 1, we have assumed that the points of discontinuity of $f(x)$ are equally distributed and they coincide with some nodes $x_{j}$. For practical problems, we have to consider the case in which the points of discontinuity are located at any place. For convenience, we assume that $f(x)$ has only one point of discontinuity inside the interval $(0,1)$, denoted as $z$, and $x_{p}<z<x_{p}+1 / N, 0<p<N-1$. Now, we will use new partitions of nodes so that the derivative of $f(x)$ exists on every subinterval. Let

$$
\begin{gather*}
0=x_{0}<x_{1}<\cdots<x_{p}<z<x_{p+2}<\cdots<x_{N-1}<x_{N}=1  \tag{23}\\
\Delta x_{j}=x_{j+1}-x_{j}=\Delta x=\frac{1}{N}, j \neq p, p+1, \Delta x_{p}=z-x_{p}, \Delta x_{p+1}=x_{p+2}-z \tag{24}
\end{gather*}
$$

and

$$
\begin{equation*}
f_{j}=f\left(\eta_{j}\right), j=0, \ldots, N-1 \text { with } \eta_{j}=x_{j}+\delta_{j}, \tag{25}
\end{equation*}
$$

where $0 \leq \delta_{j}=\delta \leq \Delta x, j=0, \ldots, N-1, j \neq p, p+1,0 \leq \delta_{p} \leq \Delta x_{p}$ and $0 \leq \delta_{p+1} \leq \Delta x_{p+1}$ are some constants.

We get a new approximate relation between $\hat{f}_{k}$ and $\tilde{f}_{k}$ as follows
Theorem 2. Suppose that the function $f(x)$ satisfies Assumptions 1-3, and $f(x)$ only has one interior point of discontinuity $z$. The partitions of nodes of interval $[0,1]$ and $\left\{f_{j}\right\}_{0}^{N-1}$ are defined in (23) - (25) respectively. Then

$$
\begin{equation*}
\left|\hat{f}_{k}-a_{k} \tilde{f}_{k}-\left(f_{p}-f_{p+1}\right) \hat{g}_{k}\right| \leq C(f) \Delta x \tag{26}
\end{equation*}
$$

where

$$
\hat{g}_{k}= \begin{cases}z-x_{p+1}, & k=0,  \tag{27}\\ \frac{1}{-i 2 \pi k}\left(e^{-i 2 \pi z k}-e^{-i 2 \pi x_{p+1} k}\right), & k \neq 0,\end{cases}
$$

and $C(f)$ is a nonnegative constant depending upon $f .\left\{a_{k}\right\}$ is the same as that in Theorem 1.

Proof:The proof is similar to that of Theorem 1. We first consider the case that $k \neq 0$. We use the rectangular rule for the approximation of integral to get

$$
\begin{aligned}
& \hat{f}_{k}=\sum_{j=0, j \neq p, p+1}^{N-1} \int_{x_{j}}^{x_{j+1}} f(x) e^{-i 2 k \pi x} d x+\int_{x_{p}}^{z} f(x) e^{-i 2 k \pi x} d x+\int_{z}^{x_{p+2}} f(x) e^{-i 2 k \pi x} d x \\
= & \sum_{j=0, j \neq p, p+1}^{N-1} f_{j} \int_{x_{j}}^{x_{j+1}} e^{-i 2 k \pi x} d x+f_{p} \int_{x_{p}}^{z} e^{-i 2 k \pi x} d x+f_{p+1} \int_{z}^{x_{p+2}} e^{-i 2 k \pi x} d x+e_{k}(\Delta x),
\end{aligned}
$$

where $e_{k}(\Delta x)$ is the error term (we observe that this error depends on $2 \Delta x$ ). To use the results in Theorem 1, we rewrite the equality above as

$$
\hat{f}_{k}=\sum_{j=0}^{N-1} f_{j} \int_{x_{j}}^{x_{j+1}} e^{-i 2 k \pi x} d x-f_{p} \int_{z}^{x_{p+1}} e^{-i 2 k \pi x} d x+f_{p+1} \int_{z}^{x_{p+1}} e^{-i 2 k \pi x} d x
$$

According to Theorem 1, we have

$$
\begin{equation*}
\hat{f}_{k}=a_{k} \tilde{f}_{k}+\left(f_{p}-f_{p+1}\right) \hat{g}_{k}+e_{k}(\Delta x) \tag{28}
\end{equation*}
$$

Similarly, we can easily get the estimate for $e_{k}(\Delta x)$

$$
\left|\int_{x_{p}}^{z}\left(f(x)-f_{p}\right) e^{-i 2 k \pi x} d x\right| \leq \int_{x_{p}}^{z} \sup _{\xi}\left|f^{\prime}(\xi)\right|\left|\left(x-\eta_{p}\right)\right| d x \leq \frac{1}{2} C\left(z-x_{p}\right)^{2} \leq \frac{1}{2} C(\Delta x)^{2},
$$

and

$$
\left|\int_{z}^{x_{p+2}}\left(f(x)-f_{p+1}\right) e^{-i 2 k \pi x} d x\right| \leq \int_{z}^{x_{p+2}} \sup _{\xi}\left|f^{\prime}(\xi)\right|\left|\left(x-\eta_{p+1}\right)\right| d x \leq \frac{1}{2} C\left(x_{p+2}-z\right)^{2} \leq 2 C(\Delta x)^{2}
$$

So, we have

$$
\begin{align*}
& \left|e_{k}(\Delta x)\right|=\left|\hat{f}_{k}-a_{k} \tilde{f}_{k}-\left(f_{p}-f_{p+1}\right) \hat{g}_{k}\right| \leq \sum_{j=0, j \neq p, p+1}^{N-1} \int_{x_{j}}^{x_{j+1}}\left|f(x)-f_{j}\right| d x \\
& +\int_{x_{p}}^{z}\left|f(x)-f_{p}\right| d x+\int_{z}^{x_{p+2}}\left|f(x)-f_{p+1}\right| d x  \tag{29}\\
& \quad \leq(N-1) \frac{1}{2} C(\Delta x)^{2}+2 c(\Delta x)^{2} \equiv C(f) \Delta x,
\end{align*}
$$

In the case that $k=0$, we have that

$$
\begin{equation*}
\int_{x_{p+1}}^{z} d x=z-x_{p+1}=\hat{g}_{0} \tag{30}
\end{equation*}
$$

Following the proof for the case $k \neq 0$, we can get the same estimate (29) with $a_{0}=0$. Thus we complete the proof of the Theorem.

## 4. Reconstruction Algorithms

Having established an approximate relationship between the discrete Fourier transform and the Fourier transform of the function $f(x)$ in the previous section, we can easily recover the discrete set $\left\{f_{j}, j=0,1 \ldots, N-1\right\}$ of the function $f(x)$ from the Fourier transform of $f(x)$ with frequency $k$ for $k=-N / 2, \cdots, N / 2-1$. We will present two algorithms for the cases in which $f(x)$ satisfies the conditions of Theorem 1 and 2 respectively. If $f(x)$ satisfies the conditions of Theorem 1, then, we have
Algorithm 1. Given $\{\hat{f}(k), k=-N / 2, \ldots, N / 2-1\}$.
Step 1. Set

$$
\tilde{f}_{k}:=\sigma_{k} \hat{f}_{k} \text { for } k=-N / 2, \cdots, N / 2-1,
$$

where $\sigma_{k}$ satisfies (19).
Step 2. Evaluate

$$
R f_{j}=\sum_{k=-N / 2}^{N / 2-1} \tilde{f}_{k} e^{i 2 k \pi \frac{j}{N}} \text { for } j=0, \ldots, N-1
$$

using the IFFT, where $\left\{R f_{j}, j=0, \ldots, N-1\right\}$ is the reconstructed function at $\left\{\eta_{j}, j=\right.$ $0, \ldots, N-1\}$.

We only need $N$ multiplications for step 1 and $O\left(N \log _{2} N\right)$ for the IFFT operations in Step 2, so the amount of computation in this algorithm is not large. If $f(x)$ satisfies the conditions of Theorem 2, then, we apply formula (28), so, we have

$$
\sigma_{k} \hat{f}_{k} \approx \tilde{f}_{k}+\left(f_{p}-f_{p+1}\right) \sigma_{k} \hat{g}_{k}, k=-N / 2, \ldots, N / 2-1
$$

Denoting the inverse Fourier transform of $\left\{\sigma_{k} \hat{f}_{k}\right\}_{-N / 2}^{N / 2-1}$ and $\left\{\sigma_{k} \hat{g}_{k}\right\}_{-N / 2}^{N / 2-1}$ by $\left\{h_{j}\right\}_{0}^{N-1}$ and $\left\{g_{j}\right\}_{0}^{N-1}$ respectively, we obtain

$$
\begin{equation*}
h_{j}=f_{j}+\left(f_{p}-f_{p+1}\right) g_{j}, j=0, \ldots, N-1 \tag{31}
\end{equation*}
$$

We can get $\left\{f_{j}\right\}_{0}^{N-1}$ by solving the set of equations (31). The algorithm is described in the following.
Algorithm 2. Given $\{\hat{f}(k), k=-N / 2, \ldots, N / 2-1\}$ and $\{\hat{g}(k), k=-N / 2, \ldots, N / 2-1\}$ Step 1. Set

$$
\begin{aligned}
& \tilde{h}_{k}:=\sigma_{k} \hat{f}_{k} \text { for } k=-N / 2, \cdots, N / 2-1, \\
& \tilde{g}_{k}:=\sigma_{k} \hat{g}_{k} \text { for } k=-N / 2, \cdots, N / 2-1,
\end{aligned}
$$

where $\sigma_{k}$ satisfies (19).
Step 2. Evaluate

$$
\begin{aligned}
& h_{j}=\sum_{k=-N / 2}^{N / 2-1} \tilde{h}_{k} e^{i 2 k \pi \frac{j}{N}} \text { for } j=0, \ldots, N-1 \\
& g_{j}=\sum_{k=-N / 2}^{N / 2-1} \tilde{g}_{k} e^{i 2 k \pi \frac{j}{N}} \text { for } j=0, \ldots, N-1
\end{aligned}
$$

using the IFFT.
Step 3. Find the solution of equations (31) as follows
3.1

$$
\begin{cases}\left(1-g_{p}\right) R f_{p}-g_{p} R f_{p+1} & =h_{p}  \tag{32}\\ g_{p+1} R f_{p}+\left(1-g_{p+1}\right) R f_{p+1} & =h_{p+1}\end{cases}
$$

$$
\begin{equation*}
R f_{j}=h_{j}-\left(R f_{p}-R f_{p+1}\right) g_{j}, j=0, \ldots, N-1, j \neq p, p+1 \tag{33}
\end{equation*}
$$

We only need $2 N$ multiplications for step $1, O\left(\operatorname{Nlog}_{2} N\right)$ for 2 IFFT operations in step 2, and a few operations for finding solution (32) and (33) in step 3, so the amount of computation in this algorithm is the same order of Algorithm 1. If $f(x)$ has more than one point of discontinuity which have the same characteristic with $z$, we can get a similar algorithm. In that case, we will have more IFFT operations in step 2 and find solution of a set of complicated equations in step 3 . Of course, we can evaluate it by iteration method .

Using the same idea, we can get a reconstruction algorithm for multi-dimensional functions.

## 5. Numerical Examples

In this section, we show the results from several numerical experiments to illustrate the behavior the algorithms. All the computations were performed using MATLAB on a Sun Workstation at the Applied Mathematics Department, State University of Campinas, SP, Brazil. The machine precision is $u \sim 10^{-16}$.

For the first three examples, we perform computations by using Algorithm 1 with $N=$ $64,128,256$. In the last two examples, we performed computations by using Algorithm 1 and 2 respectively with $N=128$. We compared the pointwise error of reconstruction methods using different window functions $\sigma_{k}, \sigma_{k}^{(1)}, \sigma_{k}^{(2)}$ and $\sigma_{k}^{(3)}$. We also calculate the mean-square errors defined as:

$$
\begin{equation*}
e=\sqrt{\frac{1}{N} \sum_{j=0}^{N-1}\left|f_{j}-R f_{j}\right|^{2}} \tag{34}
\end{equation*}
$$

Example 1. Function $f_{1}(x)$ :

$$
f_{1}(x)= \begin{cases}x, & x \in[0,1],  \tag{35}\\ 0, & x \notin[0,1] .\end{cases}
$$



Figure 1: The graphic of the pointwise reconstructed error $\log _{10}\left|R f_{1}(x)-f_{1}(x)\right|$ with $N=$ 256. (a) - (d) are respectively for $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$.

Notice that in the interval $(0,1), f_{1}(x)$ is analytic, $f_{1}(0) \neq f_{1}(1)$.
Fig. 1,(a) - (d) shows the graphics of the pointwise errors by using the window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$ respectively with $N=256$.

From Fig. 1, we see that our reconstruction error is about $O\left(10^{-16}\right)$ caused by roundoff error because $f_{1}(x)$ is linear in [0,1], which verifies Corollary 2.

Table 1 lists the mean-square errors for reconstruction methods by using different window functions with $N=64,128,256$.

Table 1. Mean-square error for $f_{1}(x)$

| $N$ | $\sigma_{k}$ | $\sigma_{k}^{(1)}$ | $\sigma_{k}^{(2)}$ | $\sigma_{k}^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 64 | $1.7408 \times 10^{-16}$ | $2.0253 \times 10^{-2}$ | $2.3987 \times 10^{-2}$ | $4.8369 \times 10^{-2}$ |
| 128 | $2.0529 \times 10^{-16}$ | $1.4317 \times 10^{-2}$ | $1.6957 \times 10^{-2}$ | $3.4700 \times 10^{-2}$ |
| 256 | $6.0281 \times 10^{-16}$ | $1.0123 \times 10^{-2}$ | $1.1990 \times 10^{-2}$ | $2.4717 \times 10^{-2}$ |

Example 2. Function $f_{2}(x)$ :

$$
f_{2}(x)= \begin{cases}1, & x \in I \equiv[0,1 / 4) \cup[1 / 2,5 / 8) \cup[3 / 4,7 / 8)  \tag{36}\\ 0, & \text { otherwise }\end{cases}
$$

Notice that $f_{2}(x)$ is a step function with 6 points of discontinuity.
In Fig. 2, (a) - (d) are graphics of the pointwise error by using the window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$ respectively with $N=256$.

From Fig. 2, we see that our reconstruction error is about $O\left(10^{-16}\right)$ caused by roundoff error, which verifies Corollary 1.

Table 2 lists the mean-square errors for reconstruction methods by using different window functions with $N=64,128,256$.

Table 2. Mean-square error for $f_{2}(x)$

| $N$ | $\sigma_{k}$ | $\sigma_{k}^{(1)}$ | $\sigma_{k}^{(2)}$ | $\sigma_{k}^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 64 | $1.1510 \times 10^{-15}$ | $4.9144 \times 10^{-2}$ | $5.8302 \times 10^{-2}$ | $1.1888 \times 10^{-1}$ |
| 128 | $1.7342 \times 10^{-15}$ | $3.4986 \times 10^{-2}$ | $4.1457 \times 10^{-2}$ | $8.5176 \times 10^{-2}$ |
| 256 | $2.4355 \times 10^{-15}$ | $2.4781 \times 10^{-2}$ | $2.9355 \times 10^{-2}$ | $6.0614 \times 10^{-2}$ |



Figure 2: The graphic of the pointwise reconstructed error $\log _{10}\left|R f_{2}(x)-f_{2}(x)\right|$ with $N=$ 256. (a) - (d) are respectively for $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$.

Example 3. Function $f_{3}(x)$ :

$$
f_{3}(x)= \begin{cases}x^{2}, & x \in[0,1],  \tag{37}\\ 0, & x \notin[0,1] .\end{cases}
$$

Notice that in the interval $(0,1), f_{3}(x)$ is analytic, $f_{3}(0) \neq f_{3}(1)$.





Figure 3: The graphic of the pointwise reconstructed error $\log _{10}\left|R f_{3}(x)-f_{3}(x)\right|$ with $N=$ 256. (a) - (d) are respectively for $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$.

Fig. 3 shows the graphic of the original function. In Fig. 6, (a) - (d) are graphics of the pointwise error by using the window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$ respectively with $N=256$.

From Fig. 3, we see that our reconstructed error using the window function $\sigma_{k}$ at the points near $x=0$ and $x=1$ are much smaller than using any other window functions. So we can greatly reduce the oscillations of the Gibbs phenomenon in the reconstructed function.

Table 3 lists the mean-square errors for reconstruction methods by using different window functions with $N=64,128,256$.

Table 3. Mean-square error for $f_{3}(x)$

| $N$ | $\sigma_{k}$ | $\sigma_{k}^{(1)}$ | $\sigma_{k}^{(2)}$ | $\sigma_{k}^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 64 | $4.1411 \times 10^{-4}$ | $2.0253 \times 10^{-2}$ | $2.3987 \times 10^{-2}$ | $4.8442 \times 10^{-2}$ |
| 128 | $1.4665 \times 10^{-4}$ | $1.4317 \times 10^{-2}$ | $1.6957 \times 10^{-2}$ | $3.4727 \times 10^{-2}$ |
| 256 | $5.1891 \times 10^{-5}$ | $1.0123 \times 10^{-2}$ | $1.1990 \times 10^{-2}$ | $2.4727 \times 10^{-2}$ |

Example 4. Function $f_{4}(x)$ :

$$
f_{4}(x)= \begin{cases}0, & x \in[0,0.5+1 / 256]  \tag{38}\\ 1, & x \notin[0,0.5+1 / 256]\end{cases}
$$

We divide interval [0,1] into 128 equal subintervals $(N=128)$, so this example satisfies the conditions of Theorem 2 .

Fig. 4 shows the graphic of the original function and the reconstructions. In Fig. 5, (a) - (d) are graphics of the pointwise error by using Algorithm 1 with four window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$ respectively and (e) is for Algorithm 2 with window function $\left\{\sigma_{k}\right\}$. From Fig. 5, we see that the reconstruction errors are more or less the same by using Algorithm 1 with four window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$, and their mean-square errors are $4.9869 \times 10^{-2}, 4.7283 \times 10^{-2}, 4.7745 \times 10^{-2}$ and $5.8743 \times 10^{-2}$ respectively. But, the reconstruction error is abour $O\left(10^{-16}\right)$ caused by roundoff error by using Algorithm 2 with our window function, the mean-square error of which is $1.1654 \times 10^{-15}$.

Example 5. Function $f_{5}(x)$ :

$$
f_{5}(x)= \begin{cases}x^{2}, & x \in[0,0.5+1 / 256]  \tag{39}\\ \cos (x), & x \notin[0,0.5+1 / 256]\end{cases}
$$

Like Example 4, we divide interval [0,1] into 128 equal subintervals ( $N=128$ ).
Fig. 6 shows the graphic of the original function and the reconstructions. In Fig. 10, (a) - (d) are the graphics of the pointwise error by using Algorithm 1 with four window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$ respectively and (e) is for Algorithm 2 with window function $\left\{\sigma_{k}\right\}$. From Fig. 7, we see that the reconstruction errors are more or less the same by using Algorithm 1 with four window functions $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$, and


Figure 4: The graphic of the pointwise reconstructed error $\log _{10}\left|R f_{4}(x)-f_{4}(x)\right|$ with $N=$ 128. (a) - (d) are respectively for using Algorithm 1 with $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$. (e) is for using Algorithm 2 with $\left\{\sigma_{k}\right\}$.


Figure 5: The original and reconstructed gragpic of $f_{5}(x)$. (a) is for orginal graphic, (b) (e) are for using Algorithm 1 with $\left\{\sigma_{k}\right\}$ and $\left\{\sigma_{k}^{(m)}, m=1,2,3\right\}$ respectively. (f) is for using Algorithm 2 with $\left\{\sigma_{k}\right\}$.
their mean-square errors are $3.0958 \times 10^{-2}, 2.8930 \times 10^{-2}, 2.9071 \times 10^{-2}$, and $3.4523 \times 10^{-2}$ respectively. But, by using Algorithm 2 with our window function, the reconstruction error at the point near $x=0.5+1 / 256$ is much smaller than using Algorithm 1 with four window functions, the mean-square error of which is $2.0141 \times 10^{-4}$. It shows that we can greatly reduce the oscillations of the Gibbs phenomenon in the reconstructed function.

The above numerical examples show that the window function $\sigma_{k}$ introduced in this paper is the best one for reconstructing a function having compact support which has points of discontinuity and/or is not periodic over the interval of support. Of course, we have to use Algorithm 1 and 2 respectively according to the different points of discontinuity of $f(x)$.

## 5. Conclusion

In this paper, we have derived a new relation between the discrete Fourier transform of a discrete sampling set of compactly supported function and its Fourier transform and provided an error estimation. From this relation we have obtained a new window function $\sigma_{k}$ which is much better than any known window function to reduce oscillations in the Gibbs phenomenon. We have proposed a new efficient algorithm to reconstruct the original function from the discrete sampling of its Fourier transform, which can adopt the fast Fourier transform and has much better accuracy than those in the literature. Several numerical experiments have also been provided to demonstrate the results.
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