Redes Neurais de Valor Hipercomplexo

Ementa:

Conceitos basicos de redes neurais e aplicacdes. Redes neurais de
valor complexo. Quatérnios e redes neurais de valor quatérnio. Algebras n&o-
associativas e numeros hipercomplexos. Redes neurais de valores vetoriais e
valores hipercomplexos. Aplicagbes de redes neurais com valores vetoriais e

hipercomplexos.

Conteudo programatico:

Numeros complexos, hiperbolicos e nimeros duais.
Quatérnios e as algebras de Cayley-Dickson.
Algebras de Clifford.

Algebras ndo-associativas e nimeros hipercomplexos.
Redes neurais e aprendizado profundo.

AplicacbGes em tarefas de regresséo e classificacao.
Redes neurais de valor complexo.

Redes neurais de valor quatérnio.
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Redes neurais de valores vetoriais e valores hipercomplexos.

10. Aplicactes de redes neurais de valores vetoriais e hipercomplexos.

Metodologia de Ensino:

A metodologia da disciplina € estruturada para integrar a fundamentacao
tedrica robusta com o rigor da aplicacdo pratica, essenciais para a pesquisa
avancada no campo das redes neurais de valor hipercomplexo. A base tedrica
sera estabelecida por meio de aulas expositivas e demonstrativas, nas quais o
docente abordara os principios matematicos, a evolucdo dos modelos e os
conceitos fundamentais. Este componente serd complementado pela leitura
dirigida e aprofundada de textos, incluindo as referéncias bibliogréficas e
artigos cientificos. O eixo central da formacao pratica reside na implementacéo
obrigatéria de modelos de redes neurais de valor hipercomplexo utilizando

linguagens de programacao cientifica, como Python, demandando o dominio



das principais bibliotecas de Deep Learning. Para o desenvolvimento das
habilidades técnicas, € crucial o estudo autbnomo e disciplinado, com a
resolucdo regular de listas de exercicios e de desafios de modelagem
propostos.

Formas e Critérios de Avaliacao:

A avaliacdo contara com 2 (duas) provas presenciais e 1 (um) trabalho.
As provas presenciais, denominadas P1 e P2, serdo realizadas no horario da
aula (portanto, terdo 2h00 de duracao). O trabalho ser4 composto por uma
monografia e uma apresentacdo oral. A monografia, em formato especifico e
com limite de paginas, devera ser entregue pelo Google Classroom. As

apresentacdes orais deverao ocorrer durante o horario das aulas.
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