INFORMACAO DE DISCIPLINAS COMPARTILHADAS

Pds => MT861 - Tdépicos em Aprendizagem de Matematica Aplicada e Computacional
+ Grad => MS901 - Topicos Especiais de Matemética Aplicada.

RESPONSAVEIS:
Docentes: Eduardo Abreu (30 horas) e Jodo Florindo (30 Horas)

Nivel: Pds-Graduagdo com Espelho na Graduacao - Curso 28

> TITULO DA DISCIPLINA.

"MT861 - Tdpicos em Aprendizagem de Matematica Aplicada e Computacional”
https://www.dac.unicamp.br/sistemas/catalogos/posgrad/catalogo2025/unidade/imecc33
9/disciplinas.html#MT861

"MS901 - Tépicos Especiais de Matematica Aplicada™
https://www.dac.unicamp.br/sistemas/catalogos/grad/catalogo2025/disciplinas/ms.html#
disc-ms901

VISAO GERAL E ESCOPO DAS DISCIPLINAS COMPARTILHADAS (MT861
& MS901) em 1s/2026.

Nesta oportunidade, a disciplina Topicos em Aprendizagem de Matematica
Aplicada e Computacional vai abordar uma integracdo de Machine Learning com
Matematica de analise numérica para modelos de equacdes diferenciais parciais lineares
e ndo lineares, combinando os principios da matematica com a tecnologia e as ciéncias
computacionais para resolver problemas do mundo real. Abrange a aplicacdo de
modelos matematicos, métodos numeéricos e algoritmos computacionais em diversas
areas, como fisica, engenharia, financas e bioinforméatica. O objetivo é integrar e
combinar técnicas de machine learning com uma base sOlida em matematica e
computacdo, ancorado em resultados de analise numérica capazes de atuar em ensino,
pesquisa, desenvolvimento e resolucdo de desafios complexos motivados por problemas
emergentes no mundo real. Por exemplo, no vasto universo da matematica aplicada e
computacional, existe uma area especifica que preenche a lacuna entre a teoria abstrata
e 0 mundo tangivel: a analise numérica (AN). Essa disciplina matematica concentra-se

na criagdao de algoritmos para aproximar solucdes de problemas complexos - um solido



pilar fundamental no ambito da computacdo emergente, mais especificamente, no
dominio da inteligéncia artificial (1A) e no aprendizado de maquina (AM). 1A/AM
podem ajudar (e revisitar perspectivas) em problemas classicos de analise numérica,
como a aproximacdo de solucdes de certas classes de equacgdes diferenciais
ordinarias/parciais (tipicamente com solugfes suaves/regulares), particularmente em
ambientes de alta dimensdo, bem como em problemas envolvendo uma quantidade
massiva de dados a serem tratados, incluindo a nocdo de incerteza/precisdo das
informagdes disponiveis. Essa disciplina "MT861 - Topicos em Aprendizagem de
Matematica Aplicada e Computacional” concentra-se na integracdo de certos conceitos
fundamentais de disciplinas classicas de Analise Numérica e Inteligéncia Artificial,
visando compreender certos conceitos fundamentais de estabilidade, robustez e eficécia,
mas agora dos sistemas de aprendizado de maquina. A analise numérica é util tambem
para: (1) identificar e compreender erros numeéricos. (2) aprender algoritmos de
computacdo numérica para resolver equacOes diferenciais, sistemas lineares,
diferenciacdo e integracdo. Tudo isso € absolutamente crucial em aplicacbes, por
exemplo, em estatistica computacional. No curso da implementacdo da teoria, (1) e (2)
abrem muitos problemas em ciéncias de modo geral e também sdo ferramentas

importantes em pesquisa e inovacao tecnologica.

> EMENTA. Conceitos base de Machine Learning, Motivacdo de modelos
matematicos baseados em equacOes diferenciais (ordinarias/parciais), Rudimentos de
Anélise Numérica, Interacdo entre os diversos aspectos tedricos, numéricos e aplicactes
de Matematica Aplicada e Computacional, Formulacdo das redes neurais do tipo
Physicsinformed Neural Networks (PINN), Variacbes de PINNs, Desafios atuais e

perspectivas.

> CONTEUDO PROGRAMATICO E OBJETIVO. O curso vai se concentrar sobre
Aprendizagem de Matematica Aplicada e Computacional via integracdo balanceada de
Machine Learning com Matematica de Analise Numérica para modelos de equacdes
diferenciais parciais lineares e ndo lineares para resolucdo de modelos complexos
motivados por desafios contemporaneos do mundo real. Como um referencial aos

estudantes de Graduagdo, € necessario e oportuno registrar que sera considerado



resultados das disciplinas basicas do ndcleo do Cursdo 51 (trés primeiros semestres) em
linha com a literatura especializada conforme a ementa e indicada na bibliografia. A
disciplina de Pds-Graduagdo em Matematica Aplicada “MT861 - TOpicos em
Aprendizagem de Matematica Aplicada e Computacional ” serd acompanhada da
disciplina avangada de Graduagdo “MS901 - Topicos Especiais de Matematica
Aplicada”, sendo oferecida em conjunto no 1S/2026.

> METODOLOGIA DE ENSINO. Aulas expositivas para introducdo dos conceitos
fundamentais além das ideias-chave material indicado na bibliografia com forte
aderéncia com o contetdo programatico, e apresentacdo dos resultados na forma de

seminarios em sala de aula.

> PRE-REQUISITOS. Ndo ha um pré-requisito formal. Contudo, 0 curso sera
naturalmente baseado na literatura atual, com certa énfase na lista de referéncias posta
na bibliografia. Espera-se que o publico interessado tenha interesse e independéncia
para estudar ativamente o material indicado, considerando uma interagcdo mais avancada
entre 0s aspectos teoricos, numéricos e aplicacbes em Machine Learning com
Matematica de Analise Numérica para modelos de equacdes diferenciais parciais
lineares e ndo lineares para resolucdo de modelos complexos motivados por desafios
contemporaneos do mundo real Novamente, apenas como um referencial aos estudantes
de Graduacdo, € necessario e oportuno registrar que serd considerado resultados das
disciplinas basicas do nlcleo do Cursdo 51 (trés primeiros semestres) em linha com a

literatura especializada conforme a ementa e indicada na bibliografia.

> CRITERIO DE AVALIACAO E CONCEITO. Nota para a Graduacéo (0 até 10).
Para estudantes matriculados de Graduacdo e de Pos-Graduacdo, a avaliagdo sera por
meio da apresentacdo de seminarios e/ou relatério (tipicamente entreg/controle via o
google classroom), conforme demanda de matriculas nesta disciplina, porém
obrigatoriamente sobre os temas que estdo norteados pela bibliografia sugerida a seguir.
Nesta disciplina MT856 o conceito final sera Suficiente (S) ou Insuficiente (I) para
estudantes matriculados de P6s-Graduacdo e nota usual na escala da DAC de 0 (zero)

até 10 (dez) de para estudantes matriculados de Graduacéo.
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